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**Дискриминантный анализ**

**Цель работы:** изучение основных процедур дискриминантного анализа: дискриминации и классификации, построение и определение количества дискриминантных функций и их разделительной способности, нахождение классифицирующих функций с использованием функций Фишера и расстояния Махаланобиса.

# ВВЕДЕНИЕ

Дискриминантный анализ является разделом многомерного статистического анализа, который позволяет изучать различия между двумя и более группами объектов по нескольким переменным одновременно.

*Дискриминантный анализ – это общий термин, относящийся к нескольким тесно связанным статистическим процедурам*. Эти процедуры можно разделить на методы *интерпретации межгрупповых различий* – *дискриминации* и методы *классификации наблюдений* по группам.

# 

# ЗАДАНИЕ

1. Составить программу на языке R и оценить следующие характеристики:

* среднее значение переменных внутри классов, общее среднее;
* матрицу перекрестных произведений и ковариационную матрицу общего рассеяния;
* матрицу внутригрупповых квадратов и перекрестных произведений и корреляционную матрицу;
* матрицу межгрупповых квадратов и перекрестных произведений и корреляционную матрицу;
* коэффициенты канонической дискриминантной функции;
* коэффициенты классифицирующей функции Фишера;
* используя оценки априорных вероятностей принадлежности объектов к группам, определить расстояние Махаланобиса;
* вычислить обобщенное расстояние Рао и его значимость.

1. Оформить отчет.

.

# ТЕОРЕТИЧЕСКАЯ ЧАСТЬ

# 1. ДИСКРИМИНАЦИЯ

Основной целью дискриминации является нахождение такой линейной комбинации переменных (в дальнейшем эти переменные будем называть *дискриминантными переменными*), которая бы оптимально разделила рассматриваемые группы. Линейная функция

![](data:image/x-wmf;base64,183GmgAAAAAAAIAooAIACQAAAAAxdAEACQAAAx4CAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAKAKBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AKAAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAgAAAAyCqABUicBAAAAZwAIAAAAMgqgAUYhAQAAAGsACAAAADIKoAEiHwEAAABuAAgAAAAyCqAB0BgBAAAAbQAIAAAAMgqgAXcTAQAAAHgACAAAADIKoAGjCQEAAAB4AAgAAAAyCqABOQABAAAAZAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEBAAQAAADwAQAACQAAADIKEAJuFAMAAABwa20ACAAAADIKEAKeEgEAAABwAAgAAAAyChAC5QoCAAAAa20IAAAAMgoQAjgBAgAAAGttFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAB+BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABoSYBAAAALAAIAAAAMgqgAW0kAQAAACwACAAAADIKoAG3IwEAAAAxAAgAAAAyCqABAiABAAAALAAIAAAAMgqgAYYeAQAAACwACAAAADIKoAFSHAEAAAAsAAgAAAAyCqABnBsBAAAAMQAIAAAAMgqgAbQWAQAAACwAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAB+BAAAAC0BAQAEAAAA8AEAAAgAAAAyChACTwoBAAAAMQAIAAAAMgoQAu0IAQAAADEACAAAADIKEAKKBQEAAAAwABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAHfJAEAAABLAAgAAAAyCqABxBwBAAAASwAIAAAAMgqgASIOAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAGQIgEAAAA9AAgAAAAyCqABdRoBAAAAPQAIAAAAMgqgAWsRAQAAAGIACAAAADIKoAEiEAEAAAArAAgAAAAyCqAB7gwBAAAAKwAIAAAAMgqgAQUIAQAAAGIACAAAADIKoAG8BgEAAAArAAgAAAAyCqABhAQBAAAAYgAIAAAAMgqgAUEDAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) (1)

называется *канонической дискриминантной функцией* с неизвестными коэффициентами ![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAgAAAAyChACJQEBAAAAaQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgASQAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=). Здесь ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEYAIACQAAAADxWAEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAFBAwEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAmwQAAAAtAQEABAAAAPABAAAIAAAAMgoQAjgBAgAAAGttFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACbBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABOQABAAAAZAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)значение дискриминантной функции для *m*-го объекта в группе *k*; ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEYAIBCQAAAADQWAEACQAAA9MAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAF2AwEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAArgQAAAAtAQEABAAAAPABAAAJAAAAMgoQAhMBAwAAAGlrbQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAK4EAAAALQEAAAQAAADwAQEACAAAADIKoAFOAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)значение дискриминантной переменной ![](data:image/x-wmf;base64,183GmgAAAAAAAEACYAIACQAAAAAxXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMEEAAAALQEAAAgAAAAyChACoAEBAAAAaQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMEEAAAALQEBAAQAAADwAQAACAAAADIKoAFcAAEAAABYAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) для *m*-го объекта в группе *k*. С геометрической точки зрения дискриминантные функции определяют гиперповерхности в *p*-мерном пространстве. В частном случае при *p* = 2 она является прямой, а при *p* = 3 – плоскостью.

Коэффициенты ![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAG8EAAAALQEAAAgAAAAyChACJQEBAAAAaQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgASQAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) первой канонической дискриминантной функции выбираются таким образом, чтобы центроиды различных групп как можно больше отличались друг от друга. Коэффициенты второй группы выбираются также, но при этом налагается дополнительное условие, чтобы значения второй функции были некоррелированы со значениями первой. Аналогично определяются и другие функции. Отсюда следует, что любая каноническая дискриминантная функция ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AEBCQAAAABwXgEACQAAA40AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AGAARIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyCoABOQABAAAAZAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) имеет нулевую внутригрупповую корреляцию с ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHoAIBCQAAAABQWwEACQAAA1UBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gBwAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAG0EAAAALQEAAAgAAAAyChACCwcBAAAAMQAIAAAAMgoQAhcBAQAAADEAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABCAQBAAAALAAIAAAAMgqgAc8BAQAAACwAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKEAJ1BgEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAbQQAAAAtAQEABAAAAPABAAAIAAAAMgoQArcFAQAAAGcAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABtBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABpwQBAAAAZAAIAAAAMgqgATkAAQAAAGQAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUQCAQAAAEsACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=). Если число групп равно *g*, то число канонических дискриминантных функций будет на единицу меньше числа групп. Однако по многим причинам практического характера полезно иметь одну, две или же три дискриминантных функций. Тогда графическое изображениее объектов будет представлено в одно-, двух- и трехмерных пространствах. Такое представление особенно полезно в случае, когда число дискриминантных переменных *p* велико по сравнению с числом групп *g*.

## Коэффициенты канонической дискриминантной функции

Для получения коэффициентов ![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyChACJwEBAAAAaQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgASQAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) канонической дискриминантной функции нужен статистический критерий различения групп. Очевидно, что *классификация переменных будет осуществляться тем лучше, чем меньше рассеяние точек относительно центроида внутри группы и чем больше расстояние между* *центроидами групп*. Разумеется, что большая внутригрупповая вариация нежелательна, так как в этом случае любое заданное расстояние между двумя средними тем менее значимо в статистическом смысле, чем больше вариация распределений, соответствующих этим средним. Один из методов поиска наилучшей дискриминации данных заключается в нахождении такой канонической дискриминантной функции *d*, которая бы максимизировала отношение межгрупповой вариации к внутригрупповой [1, 2, 3, 4]

![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAICCQAAAAAzXQEACQAAA1QAAAAAABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)![](data:image/x-wmf;base64,183GmgAAAAAAACAMQAIBCQAAAABwUAEACQAAAy8BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAIgDBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gCwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyCoAB2woCAAAAKSwIAAAAMgqAASkJAQAAACgACAAAADIKgAGVBgEAAAAvAAgAAAAyCoAByAUBAAAAKQAIAAAAMgqAARYEAQAAACgAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABygkBAAAAZAAIAAAAMgqAAbcEAQAAAGQAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABWwcBAAAAVwAIAAAAMgqAAeICAQAAAEIAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKgAGRAQEAAAA9AAgAAAAyCoABMgABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) (2)

где **B** – межгрупповая и **W** – внутригрупповая матрицы рассеяния наблюдаемых переменных от средних. В некоторых работах [3, 4] в (2) вместо **W** используют матрицу рассеяния **T** объединенных данных.

Рассмотрим максимизацию отношения (2) для произвольного числа классов. Введем следующие обозначения:

g – число классов;

*р* – число дискриминантных переменных;

*![](data:image/x-wmf;base64,183GmgAAAAAAAIADYAIBCQAAAADwXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAFQAgEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAPgQAAAAtAQEABAAAAPABAAAIAAAAMgoQAhsBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAA+BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABOQABAAAAbgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)*число наблюдений в *k*-й группе;

![](data:image/x-wmf;base64,183GmgAAAAAAAMACgAEBCQAAAABQXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgAHAAhIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAACAAgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKIAF8AQEAAAAtABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAZgQAAAAtAQEABAAAAPABAAAIAAAAMgogATkAAQAAAG4ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=)общее число наблюдений по всем группам;

![](data:image/x-wmf;base64,183GmgAAAAAAAKAEYAIBCQAAAADQWAEACQAAA9MAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAF2AwEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAlAQAAAAtAQEABAAAAPABAAAJAAAAMgoQAhMBAwAAAGlrbQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJQEAAAALQEAAAQAAADwAQEACAAAADIKoAFOAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)величина переменной *i* для *m*-го наблюдения в *k*-й группе;

![](data:image/x-wmf;base64,183GmgAAAAAAAOADYAIBCQAAAACQXwEACQAAA+kAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApYAXAAFAAAAEwKWACABEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqABqQIBAAAALQAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPoEAAAALQECAAQAAADwAQEACAAAADIKEAITAQIAAABpaxUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAA+gQAAAAtAQEABAAAAPABAgAIAAAAMgqgAU4AAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=)средняя величина переменной *i* в *k*-й группе;

![](data:image/x-wmf;base64,183GmgAAAAAAAEADYAIBCQAAAAAwXwEACQAAA+kAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApcAXQAFAAAAEwKXACABEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqAB/wEBAAAALQAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPIEAAAALQECAAQAAADwAQEACAAAADIKEAIRAQEAAABpABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAA8gQAAAAtAQEABAAAAPABAgAIAAAAMgqgAU4AAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=)среднее значение переменной *i* по всем группам;

![](data:image/x-wmf;base64,183GmgAAAAAAAGAGQAIACQAAAAAxWgEACQAAA/IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAJgBhIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKgAEvBQEAAAAtABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAfAQAAAAtAQEABAAAAPABAAAIAAAAMgqAATkEAQAAACkACAAAADIKgAHSAgEAAAAsAAgAAAAyCoABUQEBAAAAKAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAHwEAAAALQEAAAQAAADwAQEACAAAADIKgAFnAwEAAAB2AAgAAAAyCoAB5AEBAAAAdQAIAAAAMgqAAR0AAQAAAFQACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=)общая сумма перекрестных произведений для переменных *u* и *v*;

![](data:image/x-wmf;base64,183GmgAAAAAAAOAGQAIACQAAAACxWgEACQAAA/IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKgAGmBQEAAAAtABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAaQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAbAEAQAAACkACAAAADIKgAFJAwEAAAAsAAgAAAAyCoAByAEBAAAAKAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAQAAADwAQEACAAAADIKgAHeAwEAAAB2AAgAAAAyCoABWwIBAAAAdQAIAAAAMgqAAQ8AAQAAAFcACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=)внутригрупповая сумма перекрестных произведений для переменных *u* и *v*;

![](data:image/x-wmf;base64,183GmgAAAAAAAMAJoAIBCQAAAABwVQEACQAAAy8BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACQAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKoEAAAALQEAAAgAAAAyCqAB3ggBAAAAKQAIAAAAMgqgAYMGAQAAACwACAAAADIKoAF2BAEAAAAoABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqgQAAAAtAQEABAAAAPABAAAIAAAAMgoQAj8IAQAAAGoACAAAADIKEALxBQEAAABpAAgAAAAyChACsQACAAAAaWoVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKoEAAAALQEAAAQAAADwAQEACAAAADIKoAE0BwEAAAB4AAgAAAAyCqABLAUBAAAAeAAIAAAAMgqgAUIDAQAAAFQACAAAADIKoAErAAEAAAB0ABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABBgIBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==);

![](data:image/x-wmf;base64,183GmgAAAAAAAOAKoAIBCQAAAABQVgEACQAAAy8BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALgChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCgAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAgAAAAyCqAB/QkBAAAAKQAIAAAAMgqgAaIHAQAAACwACAAAADIKoAGVBQEAAAAoABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApAQAAAAtAQEABAAAAPABAAAIAAAAMgoQAl4JAQAAAGoACAAAADIKEAIQBwEAAABpAAgAAAAyChACWQECAAAAaWoVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAQAAADwAQEACAAAADIKoAFTCAEAAAB4AAgAAAAyCqABSwYBAAAAeAAIAAAAMgqgAdwDAQAAAFcACAAAADIKoAFAAAEAAAB3ABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABrgIBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

В модели дискриминации должны соблюдаться следующие условия:

1. число групп: ![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyCoAB/QIBAAAAMgAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAaYBAQAAALMAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABpBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABTgABAAAAZwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==);
2. число объектов в каждой группе: ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEYAIBCQAAAAAQWAEACQAAA/cAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIIEAAAALQEAAAgAAAAyCqABUwMBAAAAMgAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAfsBAQAAALMAFQAAAPsC4P4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACCBAAAAC0BAAAEAAAA8AEBAAgAAAAyChACFQEBAAAAaQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIIEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABuAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA);
3. число дискриминантных переменных: ![](data:image/x-wmf;base64,183GmgAAAAAAAIAKQAIACQAAAADRVgEACQAAAwIBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKAChIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9ACgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyCoABpwkBAAAAKQAIAAAAMgqAAccIAQAAADIACAAAADIKgAGLBQEAAAAoAAgAAAAyCoABMgABAAAAMAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAW8HAQAAAC0ACAAAADIKgAE6BAEAAAA8AAgAAAAyCoABZwEBAAAAPAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAQAAADwAQEACAAAADIKgAEsBgEAAABuAAgAAAAyCoAB9wIBAAAAcAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==);
4. дискриминантные переменные измеряются в интервальной шкале;
5. дискриминантные переменные линейно независимы;
6. ковариационные матрицы групп примерно равны;
7. дискриминантные переменные в каждой группе подчиняются многомерному нормальному закону распределения.

Рассмотрим задачу максимизации отношения (2) когда имеются g групп. Оценим сначала информацию, характеризующую степень различия между объектами по всему пространству точек, определяемому переменными групп. Для этого вычислим матрицу рассеяния **T**, которая равна сумме квадратов отклонений и попарных произведений наблюдений от общих средних ![](data:image/x-wmf;base64,183GmgAAAAAAAMAJYAIBCQAAAACwVQEACQAAA1cBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApcAXQAFAAAAEwKXACABFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACvBAAAAC0BAQAIAAAAMgqgAZwIAQAAAHAACAAAADIKoAFxAgEAAABpAAgAAAAyCqABTgABAAAAeAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAK8EAAAALQECAAQAAADwAQEACAAAADIKEAIRAQEAAABpABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAArwQAAAAtAQEABAAAAPABAgAIAAAAMgqgAbQHAQAAACwACAAAADIKoAFZBQEAAAAsAAgAAAAyCqABowQBAAAAMQAIAAAAMgqgAaEBAQAAACwAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQIABAAAAPABAQAIAAAAMgqgAd8FAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKoAFqAwEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA) по каждой переменной. Элементы матрицы **T** определяются выражением [3, 4]

![](data:image/x-wmf;base64,183GmgAAAAAAAEAXQAUACQAAAAARTAEACQAAAxcCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAVAFxIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8AFwAA6QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAhUCQg0FAAAAEwIVAgYOBQAAABQCFQLFFAUAAAATAhUCiRUQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEACAAAADIKaQOOAwEAAADlAAgAAAAyCmkDIwYBAAAA5QAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgrfBCYEAQAAAD0ACAAAADIK3wTcBgEAAAA9ABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCiADShMBAAAALQAIAAAAMgogA8cLAQAAAC0ACAAAADIKIAMGAgEAAAA9ABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAuwQAAAAtAQIABAAAAPABAQAIAAAAMgpMAQgEAQAAAGcACAAAADIK3wRgAwEAAABrAAgAAAAyCnIBoAYBAAAAbgAIAAAAMgrfBNUFAQAAAG0ACAAAADIKkAPCFQEAAABqAAkAAAAyCpAD5xADAAAAamttAAgAAAAyCpAD+Q0BAAAAaQAJAAAAMgqQA2QJAwAAAGlrbQAIAAAAMgqQA7EAAgAAAGlqFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC7BAAAAC0BAQAEAAAA8AECAAgAAAAyCiADtxQBAAAAeAAIAAAAMgogA9wPAQAAAHgACAAAADIKIAM0DQEAAAB4AAgAAAAyCiADnwgBAAAAeAAIAAAAMgogAysAAQAAAHQAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC7BAAAAC0BAgAEAAAA8AEBAAgAAAAyCt8E0wQBAAAAMQAIAAAAMgrfBIkHAQAAADEAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC7BAAAAC0BAQAEAAAA8AECAAgAAAAyCiADYRYBAAAAKQAIAAAAMgogA5MOAgAAACkoCAAAADIKIAPpBwEAAAAoAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA), (3)

где ![](data:image/x-wmf;base64,183GmgAAAAAAACAUQAUACQAAAABxTwEACQAAAyYCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAUgFBIAAAAmBg8AGgD/////AAAQAAAAwP///6n////gEwAA6QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAhUCXAAFAAAAEwIVAiABBQAAABQCFQJ3CgUAAAATAhUCOwsVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMwEAAAALQEBAAgAAAAyCiAD6xIBAAAAcAAIAAAAMgogAx8NAQAAAGkACAAAADIKIANpCgEAAAB4AAgAAAAyCiAD/QgBAAAAbgAIAAAAMgogA3gFAQAAAG4ACAAAADIKIANOAAEAAAB4ABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAzAQAAAAtAQIABAAAAPABAQAIAAAAMgpMAasHAQAAAGcACAAAADIK3wQCBwEAAABrAAgAAAAyCpADLgsCAAAAaWsIAAAAMgqQA9cJAQAAAGkACAAAADIKkAMTAQEAAABpABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAzAQAAAAtAQEABAAAAPABAgAIAAAAMgogAxcSAQAAACwACAAAADIKIAPjDwEAAAAsAAgAAAAyCiADLQ8BAAAAMQAIAAAAMgogA2EMAQAAACwACAAAADIKIANfBgEAAAApAAgAAAAyCiADuQQBAAAALwAIAAAAMgogA8kDAQAAADEACAAAADIKIANZAwEAAAAoABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAzAQAAAAtAQIABAAAAPABAQAIAAAAMgrfBHUIAQAAADEAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAgAIAAAAMgogA1UQAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKIAMGDgEAAAA9AAgAAAAyCiADCAIBAAAAPQAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgppAzAHAQAAAOUAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIK3wTIBwEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA);![](data:image/x-wmf;base64,183GmgAAAAAAAKAcQAUACQAAAADxRwEACQAAA3oCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAWgHBIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9gHAAA9gQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAhUCXAAFAAAAEwIVAiABFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC8BAAAAC0BAQAIAAAAMgogA20bAQAAAGcACAAAADIKIANhFQEAAABrAAgAAAAyCiADrhMBAAAAcAAIAAAAMgogA+INAQAAAGkACAAAADIKIANfCgEAAAB4AAgAAAAyCiADGQYBAAAAbgAIAAAAMgogA04AAQAAAHgAFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC8BAAAAC0BAgAEAAAA8AEBAAgAAAAyCo8BTwkBAAAAawAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALwEAAAALQEBAAQAAADwAQIACAAAADIKPwGeCAEAAABuAAgAAAAyCt8ELwgBAAAAbQAJAAAAMgqQAyQLAwAAAGlrbQAIAAAAMgqQA/MGAQAAAGkACAAAADIKkAMTAQIAAABpaxUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAvAQAAAAtAQIABAAAAPABAQAIAAAAMgogA7waAQAAACwACAAAADIKIAOIGAEAAAAsAAgAAAAyCiAD0hcBAAAAMQAIAAAAMgogA44UAQAAADsACAAAADIKIAPaEgEAAAAsAAgAAAAyCiADphABAAAALAAIAAAAMgogA/APAQAAADEACAAAADIKIAMkDQEAAAAsAAgAAAAyCiADjAcBAAAAKQAIAAAAMgogA1oFAQAAAC8ACAAAADIKIANqBAEAAAAxAAgAAAAyCiAD+gMBAAAAKAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALwEAAAALQEBAAQAAADwAQIACAAAADIK3wTjCQEAAAAxABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQECAAQAAADwAQEACAAAADIKIAP6GAEAAABLAAgAAAAyCiADGBEBAAAASwAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgogA6sWAQAAAD0ACAAAADIKIAPJDgEAAAA9AAgAAAAyCiADqQIBAAAAPQAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgppA30IAQAAAOUAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIK3wQ2CQEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA).

Запишем это выражение в матричной форме. Обозначим *p*-мерную случайную векторную переменную *k*-й группы следующим образом

![](data:image/x-wmf;base64,183GmgAAAAAAAOAhYAIACQAAAACRfQEACQAAA+kBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgIRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gIQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPIEAAAALQEAAAgAAAAyChACASEBAAAAawAJAAAAMgoQArkFAwAAAGlrbQAIAAAAMgoQAqoBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADyBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABHSABAAAAbgAIAAAAMgqgAcsZAQAAAG0ACAAAADIKoAGMFwEAAABnAAgAAAAyCqABgBEBAAAAawAIAAAAMgqgAVUPAQAAAHAACAAAADIKoAGJCQEAAABpAAgAAAAyCqAB9AQBAAAAeAAIAAAAMgqgAVwAAQAAAFgAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADyBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABgR8BAAAALAAIAAAAMgqgAU0dAQAAACwACAAAADIKoAGXHAEAAAAxAAgAAAAyCqABhxgBAAAALAAIAAAAMgqgAdsWAQAAACwACAAAADIKoAGnFAEAAAAsAAgAAAAyCqAB8RMBAAAAMQAIAAAAMgqgATwQAQAAACwACAAAADIKoAGBDgEAAAAsAAgAAAAyCqABTQwBAAAALAAIAAAAMgqgAZcLAQAAADEACAAAADIKoAHABwIAAABdLAgAAAAyCqABFAQBAAAAewARAAAA+wJA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABvx0BAAAASwAIAAAAMgqgARkVAQAAAEsACAAAADIKoAG/DAEAAABLABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABcBsBAAAAPQAIAAAAMgqgAcoSAQAAAD0ACAAAADIKoAFwCgEAAAA9AAgAAAAyCqAB5gIBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

Тогда объединенная *p*-мерная случайная векторная переменная всех групп будет иметь вид

![](data:image/x-wmf;base64,183GmgAAAAAAACANoAIBCQAAAACQUQEACQAAA2UBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAIgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gDAAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMYEAAAALQEAAAgAAAAyCqABXgwBAAAAXQAIAAAAMgqgATYDAQAAAFsAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADGBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACMQcBAAAAMgAIAAAAMgoQAh8FAQAAADEAFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADGBAAAAC0BAAAEAAAA8AEBAAgAAAAyChACagsBAAAAZwAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMYEAAAALQEBAAQAAADwAQAACAAAADIKoAH3CQEAAABYAAgAAAAyCqABzQUBAAAAWAAIAAAAMgqgAd4DAQAAAFgACAAAADIKoAFAAAEAAABYABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAEYCAEAAABLABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB8wEBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

Общее среднее этой *p*-мерной случайной векторной переменной будет равен вектору средних отдельных признаков

![](data:image/x-wmf;base64,183GmgAAAAAAAAALoAIBCQAAAACwVwEACQAAA7cBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAIACxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ACgAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApUAQAAFAAAAEwKVABIBBQAAABQClQB8AwUAAAATApUAQAQFAAAAFAKVAN4EBQAAABMClQCiBQUAAAAUApUAaggFAAAAEwKVAC4JFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACRBAAAAC0BAQAIAAAAMgqgATMKAQAAAF0ACAAAADIKoAG4AgEAAABbABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAkQQAAAAtAQIABAAAAPABAQAIAAAAMgoQAp8FAQAAADIACAAAADIKEAIaBAEAAAAxABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAkQQAAAAtAQEABAAAAPABAgAIAAAAMgoQAlMJAQAAAHAAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACRBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABXAgBAAAAeAAIAAAAMgqgAdAEAQAAAHgACAAAADIKoAFuAwEAAAB4ABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQEBAAQAAADwAQIACAAAADIKoAF3BgEAAABLABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABgwEBAAAAPQAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJEEAAAALQEBAAQAAADwAQIACAAAADIKoAE9AAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA).

Матрица рассеяния от среднего при этом запишется в виде

**![](data:image/x-wmf;base64,183GmgAAAAAAAMATIAMBCQAAAADwTgEACQAAA90BAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAPAExIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AEwAA1wIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAhUBjwsFAAAAEwIVAWEMBQAAABQCFQGrEQUAAAATAhUBfRIQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEACAAAADIKaQIRAwEAAADlABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCsMCjgUBAAAAPQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgoGAisTAQAAAKIACAAAADIKIAJMEAEAAAAtAAgAAAAyCiACMAoBAAAALQAIAAAAMgogArsBAQAAAD0AFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACcBAAAAC0BAgAEAAAA8AEBAAgAAAAyCj4B1wQBAAAAZwAIAAAAMgrDAsgEAQAAAGsACAAAADIKkAIQDwEAAABrAAgAAAAyCpAC9AgBAAAAawAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJwEAAAALQEBAAQAAADwAQIACAAAADIKwwI7BgEAAAAxABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAnAQAAAAtAQIABAAAAPABAQAIAAAAMgogApISAQAAACkACAAAADIKIAJ2DAIAAAApKAgAAAAyCiAC7QYBAAAAKAAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJwEAAAALQEBAAQAAADwAQIACAAAADIKIAKoEQEAAAB4AAgAAAAyCiACsQ0BAAAAWAAIAAAAMgogAowLAQAAAHgACAAAADIKIAKVBwEAAABYAAgAAAAyCiACMgABAAAAVAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)**. (4)

Если использовать векторную переменную объединенных переменных **X**, то матрица **T** определится по формуле **![](data:image/x-wmf;base64,183GmgAAAAAAAAAOYAIACQAAAABxUgEACQAAAzsBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIADhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ADQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApUAuAYFAAAAEwKVAIoHBQAAABQClQDeCwUAAAATApUAsAwVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKEEAAAALQEBAAgAAAAyCqABxQwBAAAAKQAIAAAAMgqgAZ8HAgAAACkoCAAAADIKoAEMAwEAAAAoABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCoYBXg0BAAAAogAIAAAAMgqgAX8KAQAAAC0ACAAAADIKoAFZBQEAAAAtAAgAAAAyCqABuwEBAAAAPQAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKEEAAAALQEBAAQAAADwAQIACAAAADIKoAHbCwEAAAB4AAgAAAAyCqAB2ggBAAAAWAAIAAAAMgqgAbUGAQAAAHgACAAAADIKoAG0AwEAAABYAAgAAAAyCqABMgABAAAAVAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)**.

Матрица **T** содержит полную информацию о распределении точек по пространству переменных. Диагональные элементы представляют собой сумму квадратов отклонений от общего среднего и показывают как ведут себя наблюдения по отдельно взятой переменной. Внедиагональные элементы равны сумме произведений отклонений по одной переменной на отклонения по другой.

Если разделить матрицу **T** на ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEQAIBCQAAAACQWAEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+ABAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAgAAAAyCoAB+gMBAAAAKQAIAAAAMgqAAT0DAQAAADEACAAAADIKgAEyAAEAAAAoABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABFgIBAAAALQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAQAAADwAQEACAAAADIKgAHTAAEAAABuAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA), то получим ковариационную матрицу. Для проверки условия линейной независимости переменных полезно рассмотреть вместо **T** нормированную корреляционную матрицу.

Для измерения степени разброса объектов внутри групп рассмотрим матрицу **W**, которая отличается от **T** только тем, что ее элементы определяются векторами средних для отдельных групп, а не вектором средних для общих данных. Элементы внутригруппового рассеяния определятся выражением

![](data:image/x-wmf;base64,183GmgAAAAAAAKAYQAUACQAAAADxQwEACQAAA0QCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAWgGBIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9gGAAA9gQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAhUCcg0FAAAAEwIVAjYOBQAAABQCFQKcFQUAAAATAhUCYBYVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEBAAgAAAAyCiAD0xcBAAAAKQAIAAAAMgogA/0PAQAAACgACAAAADIKIANjDwEAAAApAAgAAAAyCiADGQgBAAAAKAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQECAAQAAADwAQEACAAAADIK3wR7BQEAAAAxAAgAAAAyCt8EuQcBAAAAMQAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEBAAQAAADwAQIACAAAADIKkAOZFgIAAABqawkAAAAyCpADvhEDAAAAamttAAgAAAAyCkwBsQQBAAAAZwAIAAAAMgrfBAgEAQAAAGsACAAAADIKPwF0BgEAAABuAAgAAAAyCt8EBQYBAAAAbQAIAAAAMgqQAykOAgAAAGlrCQAAADIKkAOUCQMAAABpa20ACAAAADIKkANZAQIAAABpahUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAfgQAAAAtAQIABAAAAPABAQAIAAAAMgogA44VAQAAAHgACAAAADIKIAOzEAEAAAB4AAgAAAAyCiADZA0BAAAAeAAIAAAAMgogA88IAQAAAHgACAAAADIKIANAAAEAAAB3ABUAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAfgQAAAAtAQEABAAAAPABAgAIAAAAMgqPASUHAQAAAGsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKIAMhFAEAAAAtAAgAAAAyCiAD9wsBAAAALQAIAAAAMgogA64CAQAAAD0AEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKaQM2BAEAAADlAAgAAAAyCmkDUwYBAAAA5QAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgrfBM4EAQAAAD0ACAAAADIK3wQMBwEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA). (5)

Запишем это выражение в матричной форме. Данным g групп будут соответствовать векторы средних

![](data:image/x-wmf;base64,183GmgAAAAAAAMAOQAgACQAAAACRWAEACQAAA2cCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAjADhIAAAAmBg8AGgD/////AAAQAAAAwP///6T///+ADgAA5AcAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAqkAQAAFAAAAEwKpABIBBQAAABQCqQAkBAUAAAATAqkA6AQFAAAAFAKpACYGBQAAABMCqQDqBgUAAAAUAqkAOQoFAAAAEwKpAP0KBQAAABQCNgZAAAUAAAATAjYGEgEFAAAAFAI2BogEBQAAABMCNgZMBQUAAAAUAjYGwQYFAAAAEwI2BoUHBQAAABQCNgYjCwUAAAATAjYG5wsVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOEEAAAALQEBAAgAAAAyCkAHmw0CAAAAXS4IAAAAMgpAB8QDAQAAAFsACAAAADIKswF1DAIAAABdLAgAAAAyCrMBYAMBAAAAWwAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOEEAAAALQECAAQAAADwAQEACAAAADIKsAeCBwEAAAAyAAgAAAAyCrAHJgUBAAAAMQAIAAAAMgojArgLAQAAADEACAAAADIKIwLnBgIAAAAyMQgAAAAyCiMCwgQCAAAAMTEIAAAAMgojAhMBAQAAADEAFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADhBAAAAC0BAQAEAAAA8AECAAgAAAAyCrAHDAwCAAAAcGcIAAAAMgqwBz8IAQAAAGcACAAAADIKsAfLBQEAAABnAAgAAAAyCrAHRQEBAAAAZwAIAAAAMgojAiILAQAAAHAAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADhBAAAAC0BAgAEAAAA8AEBAAgAAAAyCkAHFQsBAAAAeAAIAAAAMgpAB7MGAQAAAHgACAAAADIKQAd6BAEAAAB4AAgAAAAyCrMBKwoBAAAAeAAIAAAAMgqzARgGAQAAAHgACAAAADIKswEWBAEAAAB4ABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQEBAAQAAADwAQIACAAAADIKQAcwCQEAAABLAAgAAAAyCqAEZwUBAAAASwAIAAAAMgqzAUYIAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKQAeQAgEAAAA9AAgAAAAyCrMBLAIBAAAAPQAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOEEAAAALQEBAAQAAADwAQIACAAAADIKQAc9AAEAAAB4AAgAAAAyCrMBPQABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==) (6)

Тогда матрица внутригрупповых вариаций запишется в виде

![](data:image/x-wmf;base64,183GmgAAAAAAAIAUQAUACQAAAADRTwEACQAAA+0BAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAWAFBIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9AFAAA6QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAhUCWgoFAAAAEwIVAiwLBQAAABQCFQJlEQUAAAATAhUCNxIQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEACAAAADIKaQPyAwEAAADlABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCt8EigQBAAAAPQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgoGA9QTAQAAAKIACAAAADIKIAMGEAEAAAAtAAgAAAAyCiAD+wgBAAAALQAIAAAAMgogA2oCAQAAAD0AFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC0BAAAAC0BAgAEAAAA8AEBAAgAAAAyCkwBbAQBAAAAZwAIAAAAMgrfBMQDAQAAAGsACAAAADIKkANbEgEAAABrAAgAAAAyCpADyg4BAAAAawAIAAAAMgqQA1ALAQAAAGsACAAAADIKkAO/BwEAAABrABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAtAQAAAAtAQEABAAAAPABAgAIAAAAMgrfBDcFAQAAADEAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC0BAAAAC0BAgAEAAAA8AEBAAgAAAAyCiADOxMBAAAAKQAIAAAAMgogAzAMAgAAACkoCAAAADIKIAO4BQEAAAAoABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAtAQAAAAtAQEABAAAAPABAgAIAAAAMgogA2IRAQAAAHgACAAAADIKIANrDQEAAABYAAgAAAAyCiADVwoBAAAAeAAIAAAAMgogA2AGAQAAAFgACAAAADIKIANAAAEAAABXAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA). (7)

Если разделить каждый элемент матрицы **W** на (*n* - g), то получим оценку ковариационной матрицы внутригрупповых данных.

Когда центроиды различных групп совпадают, то элементы матриц **T** и **W** будут равны. Если же центроиды групп различные, то разница

![](data:image/x-wmf;base64,183GmgAAAAAAAAAI4AEBCQAAAADwVwEACQAAA8UAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AEACBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////ABwAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyCoAB+wUBAAAAVwAIAAAAMgqAARMDAQAAAFQACAAAADIKgAEyAAEAAABCABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABnAQBAAAALQAIAAAAMgqAAcIBAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) (8)

будет определять межгрупповую сумму квадратов отклонений и попарных произведений. Если расположение групп в пространстве различается (т.е. их центроиды не совпадают), то степень разброса наблюдений внутри групп будет меньше межгруппового разброса. Отметим, что элементы матрицы **В** можно вычислить и по данным средних

![](data:image/x-wmf;base64,183GmgAAAAAAAIAeQAUACQAAAADRRQEACQAAA3oCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAWAHhIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9AHgAA6QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAhYCJggFAAAAEwIWAuoIBQAAABQCFgLtCwUAAAATAhYCsQwFAAAAFAIWApUOBQAAABMCFgJZDwUAAAAUAhYCohIFAAAAEwIWAmYTFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADHBAAAAC0BAQAIAAAAMgogA0sdAQAAAHAACAAAADIKIAN6FwEAAABqAAgAAAAyCiADBhYBAAAAaQAIAAAAMgogA5QSAQAAAHgACAAAADIKIAOHDgEAAAB4AAgAAAAyCiAD3wsBAAAAeAAIAAAAMgogAxgIAQAAAHgACAAAADIKIAOeBQEAAABuAAgAAAAyCiADKwABAAAAYgAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMcEAAAALQECAAQAAADwAQEACAAAADIKTAFLBAEAAABnAAgAAAAyCt8EpAMBAAAAawAIAAAAMgqQA58TAQAAAGoACAAAADIKkAOSDwIAAABqawgAAAAyCpADpAwBAAAAaQAIAAAAMgqQA90IAgAAAGlrCAAAADIKkAOCBgEAAABrAAgAAAAyCpAD9gACAAAAaWoVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMcEAAAALQEBAAQAAADwAQIACAAAADIKIAN4HAEAAAAsAAgAAAAyCiADRRoBAAAALAAIAAAAMgogA48ZAQAAADEACAAAADIKIAOLFgEAAAAsAAgAAAAyCiAD0RQBAAAALAAIAAAAMgogAz4UAQAAACkACAAAADIKIAM+DQIAAAApKAgAAAAyCiADYgcBAAAAKAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMcEAAAALQECAAQAAADwAQEACAAAADIK3wQWBQEAAAAxABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQEBAAQAAADwAQIACAAAADIKIAO2GgEAAABLABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCiADaRgBAAAAPQAIAAAAMgogAygRAQAAAC0ACAAAADIKIANzCgEAAAAtAAgAAAAyCiADSwIBAAAAPQAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgppA9EDAQAAAOUAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIK3wRqBAEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA). (9)

Матрицы **W** и **B** содержат всю основную информацию о зависимости внутри групп и между группами. Для лучшего разделения наблюдений на группы нужно подобрать коэффициенты дискриминантной функции из условия максимизации отношения межгрупповой матрицы рассеяния к внутригрупповой матрице рассеяния при условии ортогональности дискриминантных плоскостей. Тогда нахождение коэффициентов дискриминантных функций сводится к решению задачи о собственных значениях и векторах [3]. Это утверждение можно сформулировать так: если спроектировать g групп *р*-мерных выборок на (g - 1) пространство, порожденное собственными векторами ![](data:image/x-wmf;base64,183GmgAAAAAAAIAToAIACQAAAAAxTwEACQAAA6UBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAKAExIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AEwAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAC0EAAAALQEAAAgAAAAyCqABhBIBAAAAMQAIAAAAMgqgAU4PAQAAACwACAAAADIKoAEaDQEAAAAsAAgAAAAyCqABPwwBAAAAMQAIAAAAMgqgAScIAgAAACksCAAAADIKoAEbBQEAAAAsAAgAAAAyCqAB5wIBAAAALAAIAAAAMgqgATIAAQAAACgAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAtBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACeAEBAAAAMQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAV0RAQAAAC0ACAAAADIKoAEYCwEAAAA9ABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAALQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAf8PAQAAAGcACAAAADIKoAHOCQEAAABrAAgAAAAyCqABsAUBAAAAdgAIAAAAMgqgAcwAAQAAAHYAFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAtBAAAAC0BAAAEAAAA8AEBAAgAAAAyChACpwYCAAAAcGsIAAAAMgoQAg4CAQAAAGsAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAYwNAQAAAEsACAAAADIKoAFZAwEAAABLAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), то отношение (2) будет максимальным, т. е. рассеивание между группами будет максимальным при заданном внутригрупповом рассеивании. Если бы мы захотели спроектировать g выборок на прямую при условии максимизации наибольшего рассеивания между группами, то следовало бы использовать собственный вектор ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHoAIBCQAAAABQWwEACQAAAz0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gBwAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAgAAAAyChACJAcBAAAAMQAIAAAAMgoQAngBAgAAADExFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABAgUBAAAALAAIAAAAMgqgAc4CAQAAACwACAAAADIKoAEyAAEAAAAoABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQAABAAAAPABAQAIAAAAMgoQAo4GAQAAAHAAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABlwUBAAAAdgAIAAAAMgqgAcwAAQAAAHYAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUADAQAAAEsACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=)), соответствующий максимальному собственному числу ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALEEAAAALQEAAAgAAAAyChACKAEBAAAAMQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgATIAAQAAAGwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=). При этом дискриминантные функции можно получать: по *нестандартизованным* и *стандартизованным коэффициентам.*

***Нестандартизованные коэффициенты.*** Пусть ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIoAIBCQAAAABQVAEACQAAAwsBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCAAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMoEAAAALQEAAAgAAAAyChAC8QcBAAAAcAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAbEGAQAAAGwACAAAADIKoAFgBQEAAACzAAgAAAAyCqABOQIBAAAAswAIAAAAMgqgATIAAQAAAGwAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAWcDAQAAAEsAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADKBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACJwEBAAAAMQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) и ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGoAIBCQAAAABwWgEACQAAAxABAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALABhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABgAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAFUEAAAALQEAAAgAAAAyChAC3QUBAAAAcAAIAAAAMgoQAkEBAQAAAGkAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABsQQBAAAAdgAIAAAAMgqgAUcAAQAAAHYAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABVBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABBwQBAAAALAAIAAAAMgqgAdMBAQAAACwAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUUCAQAAAEsACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) соответственно собственные значения и векторы. Тогда условие (2) в терминах собственных чисел и векторов запишется в виде

![](data:image/x-wmf;base64,183GmgAAAAAAAKALYAUBCQAAAADQUAEACQAAA3kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAWgCxIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9gCwAAIAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApAC7wIFAAAAEwKQAlcLEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqUEBgMBAAAA5QAIAAAAMgrnATgDAQAAAOUAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKAAOQAQEAAAA9AAgAAAAyCgADMgABAAAAbAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGgEAAAALQEBAAQAAADwAQIACAAAADIK/wS9BAEAAABrAAgAAAAyCswEbAoBAAAAawAIAAAAMgrMBCEJAQAAAGoACAAAADIKzAT/BgIAAABqawgAAAAyCkEC7wQBAAAAawAIAAAAMgoOAjsKAQAAAGsACAAAADIKDgLwCAEAAABqAAgAAAAyCg4CzgYCAAAAamsVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGgEAAAALQECAAQAAADwAQEACAAAADIKXASdCQEAAAB2AAgAAAAyClwEFggBAAAAdgAIAAAAMgpcBKAFAQAAAHcACAAAADIKngFsCQEAAAB2AAgAAAAyCp4B5QcBAAAAdgAIAAAAMgqeAb0FAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=),

что влечет равенство ![](data:image/x-wmf;base64,183GmgAAAAAAAAAQoAIBCQAAAACwTAEACQAAA18BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAIAEBIAAAAmBg8AGgD/////AAAQAAAAwP///77////ADwAAXgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIK6QE3AAEAAADlABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABhw0BAAAAPQAIAAAAMgqgAU4HAQAAAGwACAAAADIKoAH9BQEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAbwQAAAAtAQAABAAAAPABAQAIAAAAMgpDAu4BAQAAAGsACAAAADIKEAJLDAEAAABrAAgAAAAyChACqAkCAAAAamsIAAAAMgoQAmcEAgAAAGprFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABfAsBAAAAdgAIAAAAMgqgAUoIAQAAAHcACAAAADIKoAFWAwEAAABiABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAbwQAAAAtAQAABAAAAPABAQAIAAAAMgqgAdgOAQAAADAACAAAADIKoAHiCgEAAAApAAgAAAAyCqABwwIBAAAAKAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), или в матричной записи

![](data:image/x-wmf;base64,183GmgAAAAAAAMAWoAIACQAAAABxSgEACQAAA3cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALAFhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AFgAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKYEAAAALQEAAAgAAAAyChACshUCAAAAaWoIAAAAMgoQAnwSAQAAAGoACAAAADIKEAL3DgEAAABpAAgAAAAyChACtggBAAAAaQAIAAAAMgoQArsEAQAAAGkAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAHHFAEAAABkAAgAAAAyCqABdxMBAAAAPQAIAAAAMgqGAeoOAQAAAKIACAAAADIKoAGsCQEAAAA9AAgAAAAyCqABrAMBAAAAbAAIAAAAMgqgAVwCAQAAAC0AFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABfA8CAAAAV3YIAAAAMgqgAf0NAQAAAHYACAAAADIKoAG8BwEAAAB2AAgAAAAyCqABQAUBAAAAVwAIAAAAMgqgAcwAAQAAAEIAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB1AsBAAAALAAIAAAAMgqgAfwKAQAAADAACAAAADIKoAENBwEAAAApAAgAAAAyCqABMgABAAAAKAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), (10)

где δij – символ Кронекера. Таким образом, решение уравнения ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJIAIBCQAAAABQVQEACQAAA/oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8gCQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyCoABTwgBAAAAMAAIAAAAMgqAAaoGAQAAAHwACAAAADIKgAEdAAEAAAB8ABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB/gYBAAAAPQAIAAAAMgqAAaADAQAAAGwACAAAADIKgAFPAgEAAAAtABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAaQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAZwEAQAAAFcACAAAADIKgAG/AAEAAABCAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) позволяет нам определить компоненты собственных векторов, соответствующих дискриминантным функциям. Если **B** и **W** невырожденные матрицы, то собственные корни уравнения ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJIAIBCQAAAABQVQEACQAAA/oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8gCQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyCoABTwgBAAAAMAAIAAAAMgqAAaoGAQAAAHwACAAAADIKgAEdAAEAAAB8ABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB/gYBAAAAPQAIAAAAMgqAAaADAQAAAGwACAAAADIKgAFPAgEAAAAtABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAaQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAZwEAQAAAFcACAAAADIKgAG/AAEAAABCAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) такие же, как и у ![](data:image/x-wmf;base64,183GmgAAAAAAAKALoAIBCQAAAAAQVwEACQAAA0cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAKgCxIAAAAmBg8AGgD/////AAAQAAAAwP///77///9gCwAAXgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAgAAAAyCgACeQoBAAAAMAAIAAAAMgoAAtQIAQAAAHwACAAAADIKAAIdAAEAAAB8ABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAfgQAAAAtAQEABAAAAPABAAAIAAAAMgo3AWADAQAAADEAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKAAIoCQEAAAA9AAgAAAAyCgAC2wYBAAAAbAAIAAAAMgoAAooFAQAAAC0AEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKNwGxAgEAAAAtABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAfgQAAAAtAQAABAAAAPABAQAIAAAAMgoAAtcHAQAAAEkACAAAADIKAAL6AwEAAABCAAgAAAAyCgACzQABAAAAVwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Решение системы уравнений (10) можно получить путем использования разложения Холецкого ![](data:image/x-wmf;base64,183GmgAAAAAAAEAD4AEBCQAAAACwXAEACQAAA7UAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AFAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAwAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAHsEAAAALQEAAAgAAAAyCqABXgEBAAAATAAIAAAAMgqgATIAAQAAAEwAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKhgGRAgEAAACiAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) матрицы ![](data:image/x-wmf;base64,183GmgAAAAAAAIADYAIBCQAAAADwXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9AAwAABQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyCjcBwgIBAAAAMQAQAAAA+wLg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgo3ASUCAQAAAC0AFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACQAABAAAAVwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)и решения задачи о собственных значениях

![](data:image/x-wmf;base64,183GmgAAAAAAAKAWoAIACQAAAAARSgEACQAAA4cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAKgFhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gFgAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAgAAAAyChACoxUCAAAAaWoIAAAAMgoQAmsSAQAAAGoACAAAADIKEAKfEAEAAABpAAgAAAAyChACWwoBAAAAaQAIAAAAMgoQAn4HAQAAAGkAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAG3FAEAAABkAAgAAAAyCqABZhMBAAAAPQAIAAAAMgqGAZIQAQAAAKIACAAAADIKoAFRCwEAAAA9AAgAAAAyCqABbwYBAAAAbAAIAAAAMgqgAR4FAQAAAC0ACAAAADIKhgH/AQEAAACiABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQAABAAAAPABAQAIAAAAMgqgASsRAQAAAHYACAAAADIKoAGlDwEAAAB2AAgAAAAyCqABYQkBAAAAdgAIAAAAMgqgAfUHAQAAAEkACAAAADIKoAFhAgIAAABCTAgAAAAyCqABzAABAAAATAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEBAAQAAADwAQAACAAAADIKoAF7DQEAAAAsAAgAAAAyCqABogwBAAAAMAAIAAAAMgqgAbIIAQAAACkACAAAADIKoAEyAAEAAAAoAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA).

Каждое решение, которое имеет свое собственное значение ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAMEAAAALQEAAAgAAAAyChACQQEBAAAAaQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgATIAAQAAAGwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) и собственный вектор ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAO0EAAAALQEAAAgAAAAyChACQQEBAAAAaQAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAO0EAAAALQEBAAQAAADwAQAACAAAADIKoAFHAAEAAAB2AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), соответствует одной дискриминантной функции. Компоненты собственного вектора ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAG8EAAAALQEAAAgAAAAyChACQQEBAAAAaQAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAG8EAAAALQEBAAQAAADwAQAACAAAADIKoAFHAAEAAAB2AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) можно использовать в качестве коэффициентов дискриминантной функции. Однако при таком подходе начало координат не будет совпадать с главным центроидом. Для того, чтобы начало координат совпало с главным центроидом нужно нормировать компоненты собственного вектора [4]

![](data:image/x-wmf;base64,183GmgAAAAAAAKAVQAUACQAAAADxTgEACQAAA14CAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAWgFRIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9gFQAA6QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAvECMgUFAAAAEwLQAm0FCQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFALYAm0FBQAAABMCkgPCBQQAAAAtAQAABQAAABQCkgPKBQUAAAATAoEBNgYFAAAAFAKBATYGBQAAABMCgQF4CgUAAAAUAhUCGRQFAAAAEwIVAt0UEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAgAAAAyCmkDvxABAAAA5QAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQMABAAAAPABAgAIAAAAMgrfBC8RAQAAAD0AEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQMACAAAADIKIAN3EgEAAABiAAgAAAAyCiADtA8BAAAALQAIAAAAMgogA1wOAQAAAD0ACAAAADIKIAMkDAEAAABiAAgAAAAyCiADlQcBAAAALQAIAAAAMgogAyICAQAAAD0AFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACxBAAAAC0BAwAEAAAA8AECAAgAAAAyCkwBTREBAAAAcAAIAAAAMgrfBK8QAQAAAGkACAAAADIKkAPQFAEAAABpAAgAAAAyCpADeBMBAAAAaQAIAAAAMgqQA4IEAQAAAGkACAAAADIKkAMsAQEAAABpABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAsQQAAAAtAQIABAAAAPABAwAIAAAAMgogAwsUAQAAAHgACAAAADIKIAMCCQEAAABnAAgAAAAyCiADUgYBAAAAbgAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALEEAAAALQEDAAQAAADwAQIACAAAADIK3wTcEQEAAAAxAAgAAAAyCpADKg0BAAAAMAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALEEAAAALQECAAQAAADwAQMACAAAADIKIAP+CQEAAAAsABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAsQQAAAAtAQMABAAAAPABAgAIAAAAMgogA4gDAQAAAHYAFQAAAPsCQP4AAAAAAAC8AgAAAKEEAgAQVGltZXMgTmV3IFJvbWFuAKGxBAAAAC0BAgAEAAAA8AEDAAgAAAAyCiADKwABAAAA4gAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAwAEAAAA8AECAAMAAAAAAA==). (11)

Нормированные коэффициенты (11) получены по нестандартизованным исходным данным, поэтому они называются *нестандартизованными.* Нормированные коэффициенты приводят к таким дискриминантным значениям, единицей измерения которых является стандартное квадратичное отклонение. При таком подходе каждая ось в преобразованном пространстве сжимается или растягивается таким образом, что соответствующее дискриминантное значение для данного объекта представляет собой число стандартных отклонений точки от главного центроида.

***Стандартизованные коэффициенты*** можно получить двумя способами: 1) по формуле (11), если исходные данные были приведены к стандартной форме; 2) преобразованием нестандартизованных коэффициентов к стандартизованной форме:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAKQAUACQAAAAAxUQEACQAAA5QBAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAVgChIAAAAmBg8AGgD/////AAAQAAAAwP///6j///8gCgAA6AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUArACGQYFAAAAEwKwAvAJBQAAABQCUQPyBAUAAAATAjADLQUJAAAA+gIAACAAAAAAAAAAIgAEAAAALQEBAAUAAAAUAjgDLQUFAAAAEwLuBIIFBAAAAC0BAAAFAAAAFALuBIoFBQAAABMCYAD2BQUAAAAUAmAA9gUFAAAAEwJgABAKFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACdBAAAAC0BAgAIAAAAMgp8BOIIAQAAAGcACAAAADIKfAQyBgEAAABuAAgAAAAyCv8BCQcBAAAAdwAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJ0EAAAALQEDAAQAAADwAQIACAAAADIKbwIhCAIAAABpaQgAAAAyCpADQgQBAAAAaQAIAAAAMgqQAwEBAQAAAGkAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQMACAAAADIKfAR1BwEAAAAtAAgAAAAyCiAD9wEBAAAAPQAVAAAA+wJA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AoZ0EAAAALQEDAAQAAADwAQIACAAAADIKIANBAwEAAADiABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAnQQAAAAtAQIABAAAAPABAwAIAAAAMgogAysAAQAAAGMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQMABAAAAPABAgADAAAAAAA=), (12)

где ![](data:image/x-wmf;base64,183GmgAAAAAAAOADYAIBCQAAAACQXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAGpAgEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAmwQAAAAtAQEABAAAAPABAAAIAAAAMgoQAlkBAgAAAGlpFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACbBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABQAABAAAAdwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)сумма внутригрупповых квадратов *i*-й переменной, определяемой по формуле (5). Стандартизованные коэффициенты полезно применять для уменьшения размерности исходного признакового пространства переменных. Если абсолютная величина коэффициента для данной переменной для всех дискриминантных функций мала, то эту переменную можно исключить, тем самым сократив число переменных.

***Структурные коэффициенты*** определяются коэффициентами взаимной корреляции между отдельными переменными и дискриминантной функцией. Если относительно некоторой переменной абсолютная величина коэффициента велика, то вся информация о дискриминантной функции заключена в этой переменной.

Структурные коэффициенты полезны при классификации групп. Структурный коэффициент можно вычислить и для переменной в пределах отдельно взятой группы. Тогда получаем *внутригрупповой структурный коэффициент*, который ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAICCQAAAAAzXQEACQAAA1QAAAAAABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)вычисляется по формуле

![](data:image/x-wmf;base64,183GmgAAAAAAAAATwAUACQAAAADRSAEACQAAAycCAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAUAExIAAAAmBg8AGgD/////AAAQAAAAwP///6n////AEgAAaQUAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApcEDA0FAAAAEwJ2BEcNCQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAJ+BEcNBQAAABMCWQWcDQQAAAAtAQAABQAAABQCWQWkDQUAAAATAvQCEA4FAAAAFAL0AhAOBQAAABMC9AKMEgUAAAAUArAC5AwFAAAAEwKwAqwSEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAgAAAAyCmkDywMBAAAA5QAIAAAAMgppAxALAQAAAOUAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEDAAQAAADwAQIACAAAADIK3wRkBAEAAAA9AAgAAAAyCt8EqQsBAAAAPQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAwAIAAAAMgogA4oJAQAAAD0ACAAAADIKIANFAgEAAAA9ABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqwQAAAAtAQMABAAAAPABAgAIAAAAMgpMAVkEAQAAAHAACAAAADIK3wSeAwEAAABrAAgAAAAyCkwBngsBAAAAcAAIAAAAMgrfBOMKAQAAAGsACAAAADIKAwWIEQIAAABqaggAAAAyCgMFSw8CAAAAaWkIAAAAMgouArwQAgAAAGtqCAAAADIKLgLWDgIAAABpawgAAAAyCpADAwgCAAAAa2oIAAAAMgqQAx0GAgAAAGlrCAAAADIKkAPwAAIAAABpahUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqwQAAAAtAQIABAAAAPABAwAIAAAAMgqTBCoQAQAAAHcACAAAADIKkwQzDgEAAAB3AAgAAAAyCr4B7Q8BAAAAYwAIAAAAMgq+Ab4NAQAAAHcACAAAADIKIAM0BwEAAABjAAgAAAAyCiADmAUBAAAAcgAIAAAAMgogA0AAAQAAAHMAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACrBAAAAC0BAwAEAAAA8AECAAgAAAAyCt8EEAUBAAAAMQAIAAAAMgrfBFUMAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAwADAAAAAAA=), (13)

где ![](data:image/x-wmf;base64,183GmgAAAAAAAIADoAICCQAAAAAzXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAwAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAE8AgEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAuwQAAAAtAQEABAAAAPABAAAIAAAAMgoQAu4AAgAAAGlqFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC7BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABQAABAAAAcwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)внутригрупповой структурный коэффициент для *i*-й переменной и *j*-й функции; ![](data:image/x-wmf;base64,183GmgAAAAAAAIADYAIBCQAAAADwXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAFKAgEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAtwQAAAAtAQEABAAAAPABAAAIAAAAMgoQArwAAgAAAGlrFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC3BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABOQABAAAAcgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)внутригрупповые структурные коэффициенты корреля-ции между переменными *i* и *k*; ![](data:image/x-wmf;base64,183GmgAAAAAAAMADoAIBCQAAAABwXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAwAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAGHAgEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAugQAAAAtAQEABAAAAPABAAAIAAAAMgoQAgEBAgAAAGtqFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABMgABAAAAYwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)стандартизованные коэффициенты канонической функции для переменной *k* и функции *j*.

Структурные коэффициенты по своей информативности несколько отличаются от стандартизованных коэффициентов. Стандартизованные коэффициенты показывают вклад переменных в значение дискриминантной функции. Если две переменные сильно коррелированы, то их стандартизованные коэффициенты могут быть меньше по сравнению с теми случаями, когда используется только одна из этих переменных. Такое распределение величины стандартизованного коэффициента объясняется тем, что при их вычислении учитывается влияние всех переменных. Структурные же коэффициенты являются парными корреляциями и на них не влияют взаимные зависимости прочих переменных.

## 1.2. Число дискриминантных функций

Общее число дискриминантных функций не превышает числа дискриминантных переменных и, по крайней мере, на единицу меньше числа групп. Степень разделения выборочных групп зависит от величины собственных чисел: чем больше собственное число, тем сильнее разделение. Наибольшей разделительной способностью обладает первая дискриминантная функция, соответствующая наибольшему собственному числу ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIsEAAAALQEAAAgAAAAyChACLAEBAAAAMQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgATIAAQAAAGwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=), вторая обеспечивает максимальное различение после первой и т. д. Различительную способность *i*-й функции оценивают по относительной величине в процентах собственного числа ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyChACQwEBAAAAaQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgATIAAQAAAGwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) от суммы всех ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA4gAAAACABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8gAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKgAEyAAEAAABsAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA).

***Коэффициент канонической корреляции***. Другой характеристикой, позволяющей оценить полезность дискриминантной функции является коэффициент канонической корреляции ![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAIBCQAAAAAQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAgAAAAyChACvQABAAAAaQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAAByAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA). Каноническая корреляция является мерой связи между двумя множествами переменных. Максимальная величина этого коэффициента равна 1. Будем считать, что группы составляют одно множество, а другое множество образуют дискриминантные переменные. Коэффициент канонической корреляции для *i*-й дискриминантной функции определяется формулой:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAIYAUBCQAAAACwUwEACQAAA28BAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAXACBIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+ACAAACAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUArACQQQFAAAAEwKwAk4IBQAAABQCXQMaAwUAAAATAjwDVQMJAAAA+gIAACAAAAAAAAAAIgAEAAAALQEBAAUAAAAUAkQDVQMFAAAAEwIBBaoDBAAAAC0BAAAFAAAAFAIBBbIDBQAAABMCYAAeBAUAAAAUAmAAHgQFAAAAEwJgAG4IFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACbBAAAAC0BAgAIAAAAMgrsBKkHAQAAAGkACAAAADIKbwKFBgEAAABpAAgAAAAyCpADvgABAAAAaQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJsEAAAALQEDAAQAAADwAQIACAAAADIKIAM5AAEAAAByABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEDAAgAAAAyCnwEmgYBAAAAbAAIAAAAMgp8BEIFAQAAACsACAAAADIK/wF2BQEAAABsAAgAAAAyCiADtAEBAAAAPQAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJsEAAAALQEDAAQAAADwAQIACAAAADIKfAQpBAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQMAAwAAAAAA). (14)

Чем больше величина ![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAIBCQAAAAAQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAgAAAAyChACvQABAAAAaQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAAByAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), тем лучше разделительная способность дискриминантной функции.

***Остаточная дискриминация****.* Так как дискриминантные функции находятся по выборочным данным, они нуждаются в проверке статистической значимости. Дискриминантные функции представляются аналогично главным компонентам. Поэтому для проверки этой значимости можно воспользоваться критерием, аналогичным дисперсионному критерию в методе главных компонент. Этот критерий оценивает остаточную дискриминантную способность, под которой понимается способность различать группы, если при этом исключить информацию, полученную с помощью ранее вычисленных функций. Если остаточная дискриминация мала, то не имеет смысла дальнейшее вычисление очередной дискриминантной функции. Полученная статистика носит название «![](data:image/x-wmf;base64,183GmgAAAAAAAOASQAIACQAAAACxTgEACQAAA8MAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALgEhIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+gEgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzGYEAAAALQEAAAoAAAAyCoABVw0GAAAA0+jr6vHgDAAAADIKgAEoAwoAAADx8uDy6PHy6OroEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKgAHXAQEAAAAtAAgAAAAyCoABOQABAAAATAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)» и вычисляется по формуле:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAQIAMBCQAAAABQTQEACQAAA48BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIANgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7z///8gEAAA3AIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKbQIkAwEAAADVABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCscCJgcBAAAAKwAIAAAAMgrHApAFAQAAAD0AEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKIAJJDQEAAABsAAgAAAAyCiAC8QsBAAAAKwAIAAAAMgogAtcBAQAAAD0ACAAAADIKIAI5AAEAAABMABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAArgQAAAAtAQEABAAAAPABAAAIAAAAMgo5ASkFAQAAAGcACAAAADIKxwJgBgEAAABrAAgAAAAyCscCEAUBAAAAaQAIAAAAMgqQAlgOAQAAAGkAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACuBAAAAC0BAAAEAAAA8AEBAAgAAAAyCscC2AcBAAAAMQAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAK4EAAAALQEBAAQAAADwAQAACAAAADIKIALyDgIAAAApKQgAAAAyCiAC2AoBAAAAMQAIAAAAMgogAuoJAgAAAC8oCAAAADIKIAL6CAEAAAAxAAgAAAAyCiACiggBAAAAKAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), (15)

где *k* – число вычисленных функций. Чем меньше эта статистика, тем значимее соответствующая дискриминантная функция. Величина

![](data:image/x-wmf;base64,183GmgAAAAAAAOAjwAIACQAAAAAxfwEACQAAAxUCAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwALgIxIAAAAmBg8AGgD/////AAAQAAAAwP///77///+gIwAAfgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMIEAAAALQEAAAgAAAAyCgAC4SIBAAAAMQAIAAAAMgoAAqsfAQAAACwACAAAADIKAAJ3HQEAAAAsAAgAAAAyCgACwRwBAAAAMQAIAAAAMgoAAlYcAQAAACwACAAAADIKAAJ9GwEAAAAwAAgAAAAyCgACxhYBAAAALAAIAAAAMgoAAv4SAgAAAGxuCAAAADIKAAJUEgEAAABdAAgAAAAyCgAClxEBAAAAMQAIAAAAMgoAAnoPAQAAACkACAAAADIKAAKaDgEAAAAyAAgAAAAyCgAC2w0BAAAALwAIAAAAMgoAAg4NAQAAACkACAAAADIKAALjBwIAAAAoKAgAAAAyCgACrgQBAAAAWwAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMIEAAAALQEBAAQAAADwAQAACAAAADIKNwFEAQEAAAAyABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACuiEBAAAALQAIAAAAMgoAAiwaAQAAAD0ACAAAADIKAAKVFAEAAABMAAgAAAAyCgACcBABAAAALQAIAAAAMgoAApkKAQAAACsACAAAADIKAAKSBgEAAAAtAAgAAAAyCgACzgMBAAAALQAIAAAAMgoAAnYCAQAAAD0ACAAAADIKAAIyAAEAAABjABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAwgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAlwgAQAAAGcACAAAADIKAALiGAEAAABrAAgAAAAyCgACDAwBAAAAZwAIAAAAMgoAAk8JAQAAAHAACAAAADIKAAJPBQEAAABuABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAwgQAAAAtAQAABAAAAPABAQAIAAAAMgpwAu0VAQAAAGsAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAukdAQAAAEsACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) (16)

имеет хи-квадрат распределение с ![](data:image/x-wmf;base64,183GmgAAAAAAAKAMQAIACQAAAADxUAEACQAAAxIBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKgDBIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9gDAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAgAAAAyCoABxgsBAAAAKQAIAAAAMgqAAQkLAQAAADEACAAAADIKgAGaBAIAAAApKAgAAAAyCoABMgABAAAAKAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAeMJAQAAAC0ACAAAADIKgAFCBwEAAAAtAAgAAAAyCoABVQIBAAAALQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAQAAADwAQEACAAAADIKgAGZCAEAAABrAAgAAAAyCoAB4wUBAAAAZwAIAAAAMgqAAawDAQAAAGsACAAAADIKgAELAQEAAABwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) степенями свободы.

Вычисления проводим в следующем порядке.

1. Находим значение критерия ![](data:image/x-wmf;base64,183GmgAAAAAAACACoAIDCQAAAACSXgEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///77////gAQAAXgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACcEAAAALQEAAAgAAAAyCjcBRAEBAAAAMgAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAjIAAQAAAGMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) при *k* = 0. Значимость критерия подтверждает существование различий между группами. Кроме того, это доказывает, что первая дискриминантная функция значима и имеет смысл ее вычислять.
2. Определяем первую дискриминантную функцию, и проверяем значимость критерия при *k* = 1. Если критерий значим, то вычисляем вторую дискриминантную функцию и продолжаем процесс до тех пор, пока не будет исчерпана вся значимая информация.

# 2. КЛАССИФИЦИРУЮЩИЕ ФУНКЦИИ

До сих пор мы рассматривали получение канонических дискриминантных функций при известной принадлежности объектов к тому или иному классу. Основное внимание уделялось определению числа и значимости этих функций, и использованию их для объяснения различий между классами. Все сказанное относилось к интерпретации результатов ДА. Однако наибольший интерес представляет задача предсказания класса, которому принадлежит некоторый случайно выбранный объект. Эту задачу можно решить, используя информацию, содержащуюся в дискриминантных переменных. Существуют различные способы классификации.

В процедурах классификации могут использоваться как сами дискриминантные переменные так и канонические дискриминантные функции. В первом случае применяется метод максимизации различий между классами для получения функции классификации, различие же классов на значимость не проверяется и, следовательно, дискриминантный анализ не проводится. Во втором случае для классификации используются непосредственно дискриминантные функции и проводится более глубокий анализ.

## 2.1. Применение элементарных классифицирующих функций

Рассмотрим случай отнесения случайно выбранного объекта ![](data:image/x-wmf;base64,183GmgAAAAAAAOAJoAIBCQAAAABQVQEACQAAA3oBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCQAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPAEAAAALQEAAAgAAAAyCqABqQgBAAAAKQAIAAAAMgqgAcwCAQAAACgAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADwBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACLgQBAAAAMQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqGAUIJAQAAAKIACAAAADIKoAF8AQEAAAA9ABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAA8AQAAAAtAQEABAAAAPABAAAIAAAAMgoQAskHAQAAAHAAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADwBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB0gYBAAAAeAAIAAAAMgqgAYIDAQAAAHgAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAe0EAQAAAEsAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADwBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABOQABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) к одной из групп ![](data:image/x-wmf;base64,183GmgAAAAAAAGAQYAIACQAAAAARTAEACQAAA2ABAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gEAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOEEAAAALQEAAAgAAAAyCqABTA8BAAAAMgAIAAAAMgqgAZUKAQAAACwACAAAADIKoAHpCAEAAAAsAAgAAAAyCqABtQYBAAAALAAIAAAAMgqgAf8FAQAAADEACAAAADIKoAFKAgEAAAAsABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB9A0BAAAAswAIAAAAMgqgAdgEAQAAAD0AFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADhBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABsQwBAAAAawAIAAAAMgqgAZoJAQAAAGcACAAAADIKoAGOAwEAAABrAAgAAAAyCqABKwABAAAARwAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOEEAAAALQEBAAQAAADwAQAACAAAADIKEAJxAQEAAABrABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAEnBwEAAABLAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA). Пусть ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEYAIBCQAAAAAQWAEACQAAAwQBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIkEAAAALQEAAAgAAAAyCqABgwMBAAAAKQAIAAAAMgqgAfsBAQAAACgAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACJBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABnAIBAAAAeAAVAAAA+wLg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIkEAAAALQEAAAQAAADwAQEACAAAADIKEAIrAQEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAiQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAY0AAQAAAGYACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) плотность распределения **х** в ![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEAAAgAAAAyChACbgEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) и ![](data:image/x-wmf;base64,183GmgAAAAAAAKADYAIACQAAAADRXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAFgAgEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAADgQAAAAtAQEABAAAAPABAAAIAAAAMgoQAiQBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAOBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABOQABAAAAcQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)априорная вероятность того, что вектор **х** принадлежит к группе ![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEAAAgAAAAyChACbgEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA). Предполагается, что сумма априорных вероятностей ![](data:image/x-wmf;base64,183GmgAAAAAAACAGIAMBCQAAAAAQWwEACQAAAycBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAMgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBQAA1wIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKaQI3AAEAAADlABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsMCtAIBAAAAPQAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAB8EAAAALQEAAAQAAADwAQEACAAAADIKPgH9AQEAAABnAAgAAAAyCsMC7gEBAAAAawAIAAAAMgqQAgUFAQAAAGsAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCiACGgQBAAAAcQAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAB8EAAAALQEAAAQAAADwAQEACAAAADIKwwJhAwEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) равна 1.

Определим условную вероятность ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AADYEAAAALQEAAAgAAAAyCqABTwYBAAAAKQAIAAAAMgqgAY8DAQAAAHwACQAAADIKoAE5AAMAAABQcigAFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAA2BAAAAC0BAQAEAAAA8AEAAAgAAAAyChACbwUBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AADYEAAAALQEAAAQAAADwAQEACAAAADIKoAEqBAEAAABHABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAANgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAWgCAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) получения некоторого вектора **х**, если известно, что объект принадлежит к группе ![](data:image/x-wmf;base64,183GmgAAAAAAAGAKYAIACQAAAAARVgEACQAAA0ABAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gCgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABQEAAAALQEAAAgAAAAyCqABIgkBAAAAZwAIAAAAMgqgARYDAQAAAGsACAAAADIKoAErAAEAAABHABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAFAQAAAAtAQEABAAAAPABAAAIAAAAMgoQAnEBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAUBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABcQgBAAAALAAIAAAAMgqgAT0GAQAAACwACAAAADIKoAGHBQEAAAAxAAgAAAAyCqABSgIBAAAALAARAAAA+wJA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABrwYBAAAASwAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAWAEAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Обозначим через ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJ8EAAAALQEAAAgAAAAyCqABTwYBAAAAKQAIAAAAMgqgAb8EAQAAAHwACQAAADIKoAE5AAMAAABQcigAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABaAUBAAAAeAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJ8EAAAALQEAAAQAAADwAQEACAAAADIKEAKfAwEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAnwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAVoCAQAAAEcACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) условную вероятность принадлежности объекта к группе ![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEAAAgAAAAyChACbgEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) при заданном **х**. Величины ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAgAAAAyCqABTwYBAAAAKQAIAAAAMgqgAY8DAQAAAHwACQAAADIKoAE5AAMAAABQcigAFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAcBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACbwUBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAQAAADwAQEACAAAADIKoAEqBAEAAABHABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAHAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAWgCAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) и ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAgAAAAyCqABTwYBAAAAKQAIAAAAMgqgAb8EAQAAAHwACQAAADIKoAE5AAMAAABQcigAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAcBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABaAUBAAAAeAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAQAAADwAQEACAAAADIKEAKfAwEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAHAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAVoCAQAAAEcACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) называются апостериорными вероятностями. Различие между априорными и апостериорными вероятностями заключается в следующем. Априорная вероятность ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAgAAAAyChACJAEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) равна вероятности принадлежности объекта к данной группе ![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEAAAgAAAAyChACbgEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) до получения вектора наблюдений **х**. Апостериорная вероятность ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAgAAAAyCqABTwYBAAAAKQAIAAAAMgqgAb8EAQAAAHwACQAAADIKoAE5AAMAAABQcigAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAcBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABaAUBAAAAeAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAQAAADwAQEACAAAADIKEAKfAwEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAHAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAVoCAQAAAEcACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) определяет вероятность принадлежности объекта к группе ![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEAAAgAAAAyChACbgEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) только после анализа вектора наблюдений **х** этого объекта.

Из *теоремы Байеса* получаем

![](data:image/x-wmf;base64,183GmgAAAAAAAIAVoAUACQAAAAAxTgEACQAAAzsCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAWAFRIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9AFQAAWAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlACowgFAAAAEwJQAj8VEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqwEuggBAAAA5QAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgoGBTILAQAAAD0AEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKwAJFBwEAAAA9ABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAZQQAAAAtAQIABAAAAPABAQAIAAAAMgqBA4AKAQAAAGcACAAAADIKBgWtCgEAAABqAAgAAAAyCtME+xMBAAAAagAIAAAAMgrTBL4NAQAAAGoACAAAADIKDwLSEQEAAABrAAgAAAAyCg8CkAsBAAAAawAIAAAAMgowA58DAQAAAGsAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABlBAAAAC0BAQAEAAAA8AECAAgAAAAyCmMEehIBAAAARwAIAAAAMgpjBJcMAQAAAHEACAAAADIKnwGNEAEAAABHAAgAAAAyCp8BpQoBAAAAcQAIAAAAMgrAAloCAQAAAEcAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABlBAAAAC0BAgAEAAAA8AEBAAgAAAAyCgYF3gsBAAAAMQAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGUEAAAALQEBAAQAAADwAQIACAAAADIKYwSaFAEAAAApAAgAAAAyCmME3xEBAAAAfAAJAAAAMgpjBIkOAwAAAFByKAAIAAAAMgqfAbISAQAAACkACAAAADIKnwHyDwEAAAB8AAkAAAAyCp8BnAwDAAAAUHIoAAgAAAAyCsACTwYBAAAAKQAIAAAAMgrAAr8EAQAAAHwACQAAADIKwAI5AAMAAABQcigAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABlBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmMEuBABAAAAeAAIAAAAMgqfAcsOAQAAAHgACAAAADIKwAJoBQEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA). (17)

Выражение (17) справедливо для любого распределения вектора **х**. Байесовская процедура минимизирует ожидаемую вероятность ошибочной классификации ![](data:image/x-wmf;base64,183GmgAAAAAAAAAMwAYACQAAAADRVAEACQAAA60BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAYADBIAAAAmBg8AGgD/////AAAQAAAAwP///6n////ACwAAaQYAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AEQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKaQNSBAEAAADlAAgAAAAyCmkDZgABAAAA5QAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgofBsMEAQAAALkACAAAADIK3wTIBAEAAAA9AAgAAAAyCt8E/AABAAAAPQAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAQAAADwAQEACAAAADIKTAHNBAEAAABnAAgAAAAyCh8GlwUBAAAAawAIAAAAMgofBj4EAQAAAGoACAAAADIK3wQCBAEAAABrAAgAAAAyCkwB4QABAAAAZwAIAAAAMgrfBHcAAQAAAGoACAAAADIKkANaAwEAAABqABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAfgQAAAAtAQEABAAAAPABAAAIAAAAMgogA3oKAQAAAGoACAAAADIKIANPCAEAAABrAAgAAAAyCiADMwIBAAAAcQAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEAAAQAAADwAQEACAAAADIK3wR1BQEAAAAxAAgAAAAyCt8EqQEBAAAAMQAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAH4EAAAALQEBAAQAAADwAQAACAAAADIKIAMNCwEAAAApAAgAAAAyCiADfQkBAAAAfAAJAAAAMgogAx8GAwAAAFByKAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

Так, например, для двух групп получим ![](data:image/x-wmf;base64,183GmgAAAAAAAAAQYAIACQAAAABxTAEACQAAA1EBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIAEBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ADwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJsEAAAALQEAAAgAAAAyCqABNQ8BAAAAKQAIAAAAMgqgAVUOAQAAADIACAAAADIKoAGsDQEAAAB8AAgAAAAyCqABrwwBAAAAMQAJAAAAMgqgAbAKAwAAAFByKAAIAAAAMgqgAW8GAQAAACkACAAAADIKoAGyBQEAAAAxAAgAAAAyCqABOgUBAAAAfAAIAAAAMgqgARoEAQAAADIACQAAADIKoAHqAQMAAABQcigAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACbBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACrgkBAAAAMgAIAAAAMgoQAgEBAQAAADEAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACbBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABwwgBAAAAcQAIAAAAMgqgATkAAQAAAHEAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAFlBwEAAAArAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA).

Эта величина является вероятностью того, что объект, принадлежащий к группе ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOsEAAAALQEAAAgAAAAyChACSQEBAAAAMQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOsEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), ошибочно классифицируется, как принадлежащий ![](data:image/x-wmf;base64,183GmgAAAAAAAEACYAIACQAAAAAxXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOgEAAAALQEAAAgAAAAyChACbgEBAAAAMgAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOgEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), или наоборот, объект из ![](data:image/x-wmf;base64,183GmgAAAAAAAEACYAIACQAAAAAxXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANUEAAAALQEAAAgAAAAyChACbgEBAAAAMgAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANUEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) ошибочно относится к ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOgEAAAALQEAAAgAAAAyChACSQEBAAAAMQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOgEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA).

Если **х** имеет *p*-мерный нормальный закон распределения ![](data:image/x-wmf;base64,183GmgAAAAAAAMAKAAMBCQAAAADQVwEACQAAA3kBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAPAChIAAAAmBg8AGgD/////AAAQAAAAwP///6X///+ACgAApQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAK8EAAAALQEAAAgAAAAyCiAC3gkBAAAAKQAIAAAAMgogAm4FAQAAACwACAAAADIKIAKsAQEAAAAoABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAArwQAAAAtAQEABAAAAPABAAAIAAAAMgpQAbQEAQAAADEAFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACvBAAAAC0BAAAEAAAA8AEBAAgAAAAyClcB+ggBAAAAcAAIAAAAMgpXAYYHAQAAAHAACAAAADIKUAGLAwEAAABwAAgAAAAyCqsCYwMBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAK8EAAAALQEBAAQAAADwAQAACAAAADIKIAJOAAEAAABOABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyClcBIggBAAAAtAAIAAAAMgpQAScEAQAAALQAFQAAAPsCQP4AAAAAAAC8AgAAAKEEAgAQVGltZXMgTmV3IFJvbWFuAKGvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCiACFwYBAAAA0wAIAAAAMgogAj8CAQAAAOwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=), то вероятности ![](data:image/x-wmf;base64,183GmgAAAAAAACAPYAIACQAAAABRUwEACQAAA3YBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgDxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gDgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMIEAAAALQEAAAgAAAAyCqAB8Q0BAAAAZwAIAAAAMgqgAZ8HAQAAAGsACAAAADIKoAFDBAEAAABHABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAwgQAAAAtAQEABAAAAPABAAAIAAAAMgoQAoQFAQAAAGsAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADCBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABMA0BAAAALAAIAAAAMgqgAd0KAQAAACwACAAAADIKoAEnCgEAAAAxAAgAAAAyCqABYAYCAAAAKSwIAAAAMgqgAZwDAQAAAHwACQAAADIKoAE5AAMAAABQcigAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAV8LAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAH1CAEAAAA9ABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAwgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAWkCAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) можно заменить соответственно на плотности распределений ![](data:image/x-wmf;base64,183GmgAAAAAAAIANYAIACQAAAADxUQEACQAAA20BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKADRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ADQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEAAAgAAAAyCqABTQwBAAAAZwAIAAAAMgqgAUEGAQAAAGsACAAAADIKoAGNAAEAAABmABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgoQAioBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABnAsBAAAALAAIAAAAMgqgAWgJAQAAACwACAAAADIKoAGyCAEAAAAxAAgAAAAyCqABkgMCAAAAKSwIAAAAMgqgAQoCAQAAACgAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAdoJAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAGLBwEAAAA9ABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAasCAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=). В результате получим

![](data:image/x-wmf;base64,183GmgAAAAAAAMAXIAUACQAAAADxTAEACQAAA4ICAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAXAFxIAAAAmBg8AGgD/////AAAQAAAAwP///77///+AFwAA3gQAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAgACgwcFAAAAEwIAAh4QFQAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgpgApsWAQAAAGcACAAAADIKYAJlEQEAAABrAAgAAAAyCvED8gwBAAAAZgAIAAAAMgrxAzcLAQAAAHEACAAAADIKaAElCwEAAABmAAgAAAAyCmgBZQkBAAAAcQAIAAAAMgpgAg4CAQAAAEcAFQAAAPsC4P4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAgAEAAAA8AEBAAgAAAAyChEDWQkBAAAAZwAIAAAAMgqhBIEJAQAAAGoACAAAADIKUQSvDQEAAABqAAgAAAAyClEENQwBAAAAagAIAAAAMgrIAa0LAQAAAGsACAAAADIKyAEuCgEAAABrAAgAAAAyCsACJgMBAAAAawAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEBAAQAAADwAQIACAAAADIKYAICFgEAAAAsAAgAAAAyCmACHBQBAAAALAAIAAAAMgpgAoATAQAAADEACAAAADIKYAJLEAEAAAAsAAgAAAAyCvEDjA8BAAAAKQAIAAAAMgrxAzwOAQAAACgACAAAADIKaAHEDQEAAAApAAgAAAAyCmgBdAwBAAAAKAAIAAAAMgpgAn8FAQAAACkACAAAADIKYAImBAEAAAB8AAkAAAAyCmACOgADAAAAUHIoABUAAAD7AuD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgqhBJIKAQAAADEAEQAAAPsCgP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpgAn8UAQAAAEsAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKYAKBEgEAAAA9AAgAAAAyCmACVAYBAAAAPQAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpJBJoHAQAAAOUAEAAAAPsC4P4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKoQT4CQEAAAA9ABUAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQEABAAAAPABAgAIAAAAMgrxA8YOAQAAAHgACAAAADIKaAH+DAEAAAB4AAgAAAAyCmACuQQBAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==). (18)

Байесовская процедура классификации состоит в том, что вектор наблюдений **х** относится к группе ![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEAAAgAAAAyChACbgEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), если ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAgAAAAyCqABTwYBAAAAKQAIAAAAMgqgAb8EAQAAAHwACQAAADIKoAE5AAMAAABQcigAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAcBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABaAUBAAAAeAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABwEAAAALQEAAAQAAADwAQEACAAAADIKEAKfAwEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAHAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAVoCAQAAAEcACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) имеет наибольшее значение.

Можно показать, что байесовская процедура эквивалентна отнесению вектора **х** к группе ![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEAAAgAAAAyChACbgEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAErAAEAAABHAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), если оценочная функция

![](data:image/x-wmf;base64,183GmgAAAAAAAMALYAIACQAAAACxVwEACQAAA1wBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALACxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACUEAAAALQEAAAgAAAAyCqAB5goBAAAAKQAIAAAAMgqgAV4JAQAAACgACAAAADIKoAGQAwEAAAApAAgAAAAyCqABCAIBAAAAKAAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACUEAAAALQEBAAQAAADwAQAACAAAADIKoAH/CQEAAAB4AAgAAAAyCqABqQIBAAAAeAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACUEAAAALQEAAAQAAADwAQEACAAAADIKEAJ+CAEAAABrAAgAAAAyChACyQYBAAAAawAIAAAAMgoQAigBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB4QcBAAAAZgAIAAAAMgqgAd4FAQAAAHEAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAGGBAEAAAA9AAgAAAAyCqABMgABAAAAZAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) (19)

является максимальной. Подставим в оценочную функцию (19) формулу нормального закона распределения

![](data:image/x-wmf;base64,183GmgAAAAAAAEAnIAUACQAAAABxfAEACQAAAzEDAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAVAJxIAAAAmBg8AGgD/////AAAQAAAAwP///7r///8AJwAA2gQAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAAAgAAAAAAAAAIgAEAAAALQEAAAUAAAAUArYB7BAFAAAAEwK2AaMRCQAAAPoCAAAQAAAAAAAAACIABAAAAC0BAQAFAAAAFAIQA5AWBQAAABMCEAOTFxUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAJQQAAAAtAQIACAAAADIKgAPjJQIAAAApXQgAAAAyCoADtiABAAAAKAAIAAAAMgqAA/ocAQAAACkACAAAADIKgAPNFwEAAAAoAAgAAAAyCtwEqRYBAAAAMgAIAAAAMgpoAqEWAQAAADEACQAAADIKgAM9EgQAAABleHBbCAAAADIKgAO1DwEAAAB8AAgAAAAyCoADmA0BAAAAfAAIAAAAMgqAAyMKAQAAACkACAAAADIKgANICAEAAAAyAAgAAAAyCoADpwcBAAAAKAAIAAAAMgqAA48DAQAAACkACAAAADIKgAMHAgEAAAAoABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAJQQAAAAtAQMABAAAAPABAgAIAAAAMgq3AvkfAQAAADEACAAAADIKAgP9EAEAAAAyAAgAAAAyCjsB9xABAAAAMQAIAAAAMgq3AqILAQAAADIAFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAgAEAAAA8AEDAAgAAAAyCvADAyUBAAAAawAIAAAAMgrwAxocAQAAAGsACAAAADIKtwJ4DAEAAABwAAgAAAAyCvADxwYBAAAAawAIAAAAMgrwAycBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAwAEAAAA8AECAAgAAAAyCoAD3AUBAAAAcQAVAAAA+wJA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AoSUEAAAALQECAAQAAADwAQMACAAAADIKgAPjIwEAAADsABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAJQQAAAAtAQMABAAAAPABAgAIAAAAMgqAA1chAQAAAHgAFQAAAPsCQP4AAAAAAAC8AgAAAKEEAgAQVGltZXMgTmV3IFJvbWFuAKElBAAAAC0BAgAEAAAA8AEDAAgAAAAyCoADCh4BAAAA0wAIAAAAMgqAA/oaAQAAAOwAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAwAEAAAA8AECAAgAAAAyCoADbhgBAAAAeAAVAAAA+wJA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AoSUEAAAALQECAAQAAADwAQMACAAAADIKgANIDgEAAADTABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAJQQAAAAtAQMABAAAAPABAgAIAAAAMgqAA6gCAQAAAHgAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQMACAAAADIKgAOaIgEAAAAtAAgAAAAyCmYDkx0BAAAAogAIAAAAMgqAA7EZAQAAAC0ACAAAADIKgANiFQEAAAAtAAgAAAAyCoADLgkBAAAAcAAIAAAAMgqAA4UEAQAAAD0ACAAAADIKgAMyAAEAAABkABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAwAEAAAA8AECAAgAAAAyCrcCTR8BAAAALQAIAAAAMgoGAhgQAQAAAC0ACAAAADIKtwLTCgEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQMAAwAAAAAA).

Удаляя общую константу ![](data:image/x-wmf;base64,183GmgAAAAAAAGAKQAQACQAAAAAxUAEACQAAA4sBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQARgChIAAAAmBg8AGgD/////AAAQAAAAwP///7v///8gCgAA+wMAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAAAgAAAAAAAAAIgAEAAAALQEAAAUAAAAUArUBYAkFAAAAEwK1ARgKFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAQAIAAAAMgoCA3EJAQAAADIACAAAADIKOgFsCQEAAAAxAAgAAAAyCrcCGQQBAAAAMgAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACUEAAAALQECAAQAAADwAQEACAAAADIKgAM+CAEAAAB8AAgAAAAyCoADFwYBAAAAfAAIAAAAMgqAA68CAQAAACkACAAAADIKgAPTAAEAAAAyAAgAAAAyCoADMgABAAAAKAAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgoFAqMIAQAAAC0ACAAAADIKtwJhAwEAAAAtABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCoADugEBAAAAcAAVAAAA+wJA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AoSUEAAAALQEBAAQAAADwAQIACAAAADIKgAPMBgEAAADTABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAJQQAAAAtAQIABAAAAPABAQAIAAAAMgq3AvAEAQAAAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) и логарифмируя, получим

![](data:image/x-wmf;base64,183GmgAAAAAAACAcYAQACQAAAABRRgEACQAAA38CAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAQgHBIAAAAmBg8AGgD/////AAAQAAAAwP///6/////gGwAADwQAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlACGgcFAAAAEwJQAh0IFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAQAIAAAAMgowAz4bAQAAAGsACAAAADIKMAONFQEAAABrAAgAAAAyCjADpAwBAAAAawAIAAAAMgowAzcBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAgAEAAAA8AEBAAgAAAAyCsACUxoBAAAAcQAIAAAAMgrAAjkAAQAAAGQAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAQAEAAAA8AECAAgAAAAyCsACuxgCAAAAbG4IAAAAMgrAAm0WAQAAACkACAAAADIKwAJAEQEAAAAoAAgAAAAyCsAChA0BAAAAKQAIAAAAMgrAAlcIAQAAACgACAAAADIKHAQzBwEAAAAyAAgAAAAyCqgBKwcBAAAAMQAIAAAAMgrAAp8DAQAAACkACAAAADIKwAIXAgEAAAAoABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAJQQAAAAtAQIABAAAAPABAQAIAAAAMgr3AYMQAQAAADEAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKwAJjFwEAAAArAAgAAAAyCsACJBMBAAAALQAIAAAAMgqmAh0OAQAAAKIACAAAADIKwAI7CgEAAAAtAAgAAAAyCsAC7AUBAAAALQAIAAAAMgrAApUEAQAAAD0AEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIK9wHXDwEAAAAtABUAAAD7AkD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgChJQQAAAAtAQEABAAAAPABAgAIAAAAMgrAAm0UAQAAAOwAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAlBAAAAC0BAgAEAAAA8AEBAAgAAAAyCsAC4REBAAAAeAAVAAAA+wJA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AoSUEAAAALQEBAAQAAADwAQIACAAAADIKwAKUDgEAAADTAAgAAAAyCsAChAsBAAAA7AAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACUEAAAALQECAAQAAADwAQEACAAAADIKwAL4CAEAAAB4AAgAAAAyCsACuAIBAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==). (20)

Преобразуем выражение (20)

![](data:image/x-wmf;base64,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)

и, удалив постоянную ![](data:image/x-wmf;base64,183GmgAAAAAAACAIYAQBCQAAAABQUgEACQAAA4gBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAQgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6/////gBwAADwQAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlACmAEFAAAAEwJQApwCFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACiBAAAAC0BAQAIAAAAMgrAAvAGAQAAAHgAFQAAAPsCQP4AAAAAAAC8AgAAAKEEAgAQVGltZXMgTmV3IFJvbWFuAKGiBAAAAC0BAgAEAAAA8AEBAAgAAAAyCsACXwQBAAAA0wAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKIEAAAALQEBAAQAAADwAQIACAAAADIKwALdAgEAAAB4ABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAogQAAAAtAQIABAAAAPABAQAIAAAAMgr3AU8GAQAAADEAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACiBAAAAC0BAQAEAAAA8AECAAgAAAAyChwEsQEBAAAAMgAIAAAAMgqoAaoBAQAAADEAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIK9wGiBQEAAAAtABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCqYCwwMBAAAAogAIAAAAMgrAAjkAAQAAAC0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=), получим

![](data:image/x-wmf;base64,183GmgAAAAAAAOAgYAQACQAAAACRegEACQAAA5sCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYATgIBIAAAAmBg8AGgD/////AAAQAAAAwP///6////+gIAAADwQAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlAC2AoFAAAAEwJQAtsLFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACyBAAAAC0BAQAIAAAAMgrAAq8fAQAAAGcACAAAADIKwAKmGQEAAABrAAgAAAAyCsACxxUBAAAAcQAIAAAAMgrAAjkAAQAAAGQAFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACyBAAAAC0BAgAEAAAA8AEBAAgAAAAyCjADshYBAAAAawAIAAAAMgowA5sRAQAAAGsACAAAADIKMAMuDQEAAABrAAgAAAAyCjAD3AQBAAAAawAIAAAAMgowAzcBAQAAAGsAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACyBAAAAC0BAQAEAAAA8AECAAgAAAAyCsAC/x4BAAAALAAIAAAAMgrAAswcAQAAACwACAAAADIKwAIWHAEAAAAxAAgAAAAyCsACixcBAAAALAAIAAAAMgrAAi8UAgAAAGxuCAAAADIKHATxCgEAAAAyAAgAAAAyCqgB6QoBAAAAMQAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALIEAAAALQECAAQAAADwAQEACAAAADIK9wHoDwEAAAAxAAgAAAAyCvcBlgcBAAAAMQARAAAA+wJA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQACBAAAAC0BAQAEAAAA8AECAAgAAAAyCsACPR0BAAAASwAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgrAAvAaAQAAAD0ACAAAADIKwALXEgEAAAArAAgAAAAyCqYCFw0BAAAAogAIAAAAMgrAAnoJAQAAAC0ACAAAADIKpgLFBAEAAACiAAgAAAAyCsACcwIBAAAAPQAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgr3ATwPAQAAAC0ACAAAADIK9wHqBgEAAAAtABUAAAD7AkD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgChsgQAAAAtAQIABAAAAPABAQAIAAAAMgrAAnsQAQAAAOwACAAAADIKwAL5DQEAAADTAAgAAAAyCsACDgwBAAAA7AAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALIEAAAALQEBAAQAAADwAQIACAAAADIKwAI3CAEAAAB4ABUAAAD7AkD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgChsgQAAAAtAQIABAAAAPABAQAIAAAAMgrAAqcFAQAAANMACAAAADIKwAK8AwEAAADsAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA).

Заменим векторы средних и ковариационную матрицу их оценками ![](data:image/x-wmf;base64,183GmgAAAAAAAOAToAIACQAAAABRTwEACQAAA+UBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALgExIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gEwAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApUAQAAFAAAAEwKVABIBBQAAABQClQCHBAUAAAATApUASwUFAAAAFAKVAJAIBQAAABMClQBUCRUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAmgQAAAAtAQEACAAAADIKoAGgEgEAAABnAAgAAAAyCqABlAwBAAAAawAIAAAAMgqgAYIIAQAAAHgACAAAADIKoAF5BAEAAAB4ABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAmgQAAAAtAQIABAAAAPABAQAIAAAAMgoQAlEJAgAAAGtwCAAAADIKEAJIBQEAAABrAAgAAAAyChACNgEBAAAAawAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJoEAAAALQEBAAQAAADwAQIACAAAADIKoAHvEQEAAAAsAAgAAAAyCqABuw8BAAAALAAIAAAAMgqgAQUPAQAAADEACAAAADIKoAG9CgIAAAApLAgAAAAyCqABwwMBAAAAKAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJoEAAAALQECAAQAAADwAQEACAAAADIKEALeBQEAAAAxABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQEBAAQAAADwAQIACAAAADIKoAEtEAEAAABLAAgAAAAyCqABnQYBAAAASwAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgqgAd4NAQAAAD0ACAAAADIKoAFyAgEAAAA9ABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAmgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAT0AAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=) и **Σ**. Тогда получим *классифицирующую функцию* вида

![](data:image/x-wmf;base64,183GmgAAAAAAAAAT4AMACQAAAADxTgEACQAAA5oCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AMAExIAAAAmBg8AGgD/////AAAQAAAAwP///8D////AEgAAoAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAooBWQMFAAAAEwKKAQ0EBQAAABQC/AHWCAUAAAATAvwBvgkFAAAAFAKKAf4JBQAAABMCigECCwUAAAAUAooBTQ0FAAAAEwKKAQEOFQAAAPsCIP8AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyBBAAAAC0BAQAIAAAAMgrgAjkSAQAAAGsACAAAADIK4AIYDgEAAABrAAgAAAAyCuACyQoBAAAAawAIAAAAMgrgAiQEAQAAAGsACAAAADIK4AINAQEAAABrABUAAAD7AoD+AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMgQQAAAAtAQIABAAAAPABAQAIAAAAMgqAAngRAQAAAHEACAAAADIKgAI6AAEAAABkABUAAAD7AoD+AAAAAAAAkAEAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMgQQAAAAtAQEABAAAAPABAgAIAAAAMgqAAhgQAgAAAGxuCAAAADIKjAPwCAEAAAAyAAgAAAAyCmYB6ggBAAAAMQAVAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIEEAAAALQECAAQAAADwAQEACAAAADIK1AHZDAEAAAAxAAgAAAAyCtQBNAYBAAAAMQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqAAvgOAQAAACsACAAAADIKlALfCgEAAACiAAgAAAAyCoACqgcBAAAALQAIAAAAMgqUAhUEAQAAAKIACAAAADIKgAINAgEAAAA9ABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCtQBXgwBAAAALQAIAAAAMgrUAbkFAQAAAC0AFQAAAPsCgP4AAAAAAAC8AgAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyBBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACSg0BAAAAeAAVAAAA+wKA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AoYEEAAAALQECAAQAAADwAQEACAAAADIKgAJVCwEAAADTABUAAAD7AoD+AAAAAAAAvAIAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMgQQAAAAtAQEABAAAAPABAgAIAAAAMgqAAiMKAQAAAHgACAAAADIKgAKiBgEAAAB4ABUAAAD7AoD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgChgQQAAAAtAQIABAAAAPABAQAIAAAAMgqAArAEAQAAANMAFQAAAPsCgP4AAAAAAAC8AgAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyBBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACVgMBAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==). (21)

Введем обозначения ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAA2sBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUArIAcwMFAAAAEwKyACcEFQAAAPsCIP8AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyzBAAAAC0BAQAIAAAAMgr0AIEGAQAAADEAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIK9AADBgEAAAAtABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCrQBPwQBAAAAogAIAAAAMgqgAS8CAQAAAD0AFQAAAPsCgP4AAAAAAAC8AgAAAKEEAgAQVGltZXMgTmV3IFJvbWFuAKGzBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqAB6gQBAAAA0wAVAAAA+wKA/gAAAAAAALwCAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzLMEAAAALQEBAAQAAADwAQIACAAAADIKoAFwAwEAAAB4AAgAAAAyCqABLgABAAAAYgAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzLMEAAAALQECAAQAAADwAQEACAAAADIKAAJOBAEAAABrAAgAAAAyCgACJwEBAAAAawAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) и ![](data:image/x-wmf;base64,183GmgAAAAAAAOAK4AMACQAAAAARVwEACQAAAwYCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4APgChIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+gCgAAoAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAvwBpQQFAAAAEwL8AY0FBQAAABQCigHNBQUAAAATAooB0QYFAAAAFAKKAVwJBQAAABMCigEQChUAAAD7AiD/AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMoQQAAAAtAQEACAAAADIK4AInCgEAAABrAAgAAAAyCuACmAYBAAAAawAIAAAAMgrgAt0AAQAAAGsAFQAAAPsCgP4AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyhBAAAAC0BAgAEAAAA8AEBAAgAAAAyCoACLgABAAAAYgAVAAAA+wKA/gAAAAAAALwCAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzKEEAAAALQEBAAQAAADwAQIACAAAADIKgAJZCQEAAAB4ABUAAAD7AoD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgChoQQAAAAtAQIABAAAAPABAQAIAAAAMgqAAmQHAQAAANMAFQAAAPsCgP4AAAAAAAC8AgAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyhBAAAAC0BAQAEAAAA8AECAAgAAAAyCoAC8gUBAAAAeAAVAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzKEEAAAALQECAAQAAADwAQEACAAAADIK1AHoCAEAAAAxAAgAAAAyCuACYAEBAAAAMAAVAAAA+wKA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzKEEAAAALQEBAAQAAADwAQIACAAAADIKjAO/BAEAAAAyAAgAAAAyCmYBuQQBAAAAMQAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgrUAW0IAQAAAC0AEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKlAKuBgEAAACiAAgAAAAyCoACmQMBAAAALQAIAAAAMgqAAlkCAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHQAIBCQAAAADQWwEACQAAAwsBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKABxIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9ABwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJ8EAAAALQEAAAgAAAAyCoABRQYBAAAAZwAIAAAAMgqAATkAAQAAAGsAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABlAUBAAAALAAIAAAAMgqAAWADAQAAACwACAAAADIKgAGqAgEAAAAxABEAAAD7AkD+AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhAAIEAAAALQEAAAQAAADwAQEACAAAADIKgAHSAwEAAABLABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABgwEBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==),

где ![](data:image/x-wmf;base64,183GmgAAAAAAAGAMoAIBCQAAAADQUAEACQAAA5IBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAJgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gDAAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALgEAAAALQEAAAgAAAAyCqABiAsBAAAAKQAIAAAAMgqgAbkIAQAAACwACAAAADIKoAGFBgEAAAAsAAgAAAAyCqAB0QMBAAAAKAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALgEAAAALQEBAAQAAADwAQAACAAAADIKEALPBQEAAAAxABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAuAQAAAAtAQAABAAAAPABAQAIAAAAMgoQAhwKAgAAAGtwCAAAADIKEAI5BQEAAABrAAgAAAAyChACRAEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALgEAAAALQEBAAQAAADwAQAACAAAADIKoAFHCQEAAABiAAgAAAAyCqABZAQBAAAAYgARAAAA+wJA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB9wYBAAAASwAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAYACAQAAAD0AFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC4BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABKwABAAAAYgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) и ![](data:image/x-wmf;base64,183GmgAAAAAAAKACYAICCQAAAADTXgEACQAAA9cAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALgEAAAALQEAAAgAAAAyChACsAEBAAAAMAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALgEAAAALQEBAAQAAADwAQAACAAAADIKEAL9AAEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAuAQAAAAtAQAABAAAAPABAQAIAAAAMgqgASsAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) – коэффициенты *k*-й классифицирующей функции *i*-го объекта (простой дискриминантной функции Фишера)

![](data:image/x-wmf;base64,183GmgAAAAAAACAjwAIACQAAAADxfwEACQAAAxUCAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAIgIxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gIgAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALMEAAAALQEAAAgAAAAyCqAB4CEBAAAAZwAIAAAAMgqgAdYbAQAAAGsACAAAADIKoAHPGAEAAABxAAgAAAAyCqABNhMBAAAAeAAIAAAAMgqgAfwQAQAAAGIACAAAADIKoAE7CgEAAAB4AAgAAAAyCqABGggBAAAAYgAIAAAAMgqgAQ4EAQAAAGIACAAAADIKoAE5AAEAAABkABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAswQAAAAtAQEABAAAAPABAAAIAAAAMgoQAroZAQAAAGsACAAAADIKOQKjFAEAAABwAAgAAAAyChAC+xMBAAAAaQAIAAAAMgoQAtERAgAAAGtwCAAAADIKEAIACwEAAABpAAgAAAAyChAC7wgBAAAAawAIAAAAMgoQAuMEAQAAAGsACAAAADIKEAIuAQIAAABpaxUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAswQAAAAtAQAABAAAAPABAQAIAAAAMgqgATAhAQAAACwACAAAADIKoAH9HgEAAAAsAAgAAAAyCqABRx4BAAAAMQAIAAAAMgqgAZMaAQAAACwACAAAADIKoAE3FwIAAABsbhUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAswQAAAAtAQEABAAAAPABAAAIAAAAMgo5Al0LAQAAADEACAAAADIKEAKFCQEAAAAxAAgAAAAyChAClwUBAAAAMAARAAAA+wJA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABbh8BAAAASwAIAAAAMgqgAasNAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAEgHQEAAAA9AAgAAAAyCqAB3xUBAAAAKwAIAAAAMgqgAasPAQAAACsACAAAADIKoAF2DAEAAAArAAgAAAAyCqAByQYBAAAAKwAIAAAAMgqgAcQCAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=). (22)

Объект ![](data:image/x-wmf;base64,183GmgAAAAAAAMAKoAIBCQAAAABwVgEACQAAA4IBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALAChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACgAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMYEAAAALQEAAAgAAAAyCqAB3wkBAAAAKQAIAAAAMgqgAXIDAQAAACgAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADGBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACPAUBAAAAMQAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMYEAAAALQEAAAQAAADwAQEACAAAADIKEAKlCAIAAABpcAgAAAAyChAC7QQBAAAAaQAIAAAAMgoQAiwBAQAAAGkAFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB4AcBAAAAeAAIAAAAMgqgASgEAQAAAHgAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAfsFAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAEhAgEAAAA9ABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAxgQAAAAtAQAABAAAAPABAQAIAAAAMgqgATkAAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) относится к классу, у которого значение *d* оказывается наибольшим. Коэффициенты классифицирующих функций удобнее вычислять по скалярным выражениям
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где ![](data:image/x-wmf;base64,183GmgAAAAAAAMADYAIBCQAAAACwXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKoAGCAgEAAAAtABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAugQAAAAtAQEABAAAAPABAAAIAAAAMgoQAgABAgAAAGtpFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABKwABAAAAYgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) коэффициент для переменной *i* в выражении, соответствующему классу *k*, ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGAAMBCQAAAADQWwEACQAAA0QBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAPABhIAAAAmBg8AGgD/////AAAQAAAAwP///77///+ABgAAvgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKAAJ9BQEAAAAtABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCjcBFgIBAAAALQAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALoEAAAALQEAAAQAAADwAQEACAAAADIKcAIoBAIAAABpahUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAugQAAAAtAQEABAAAAPABAAAIAAAAMgoAAtoAAQAAAHcAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACggMBAAAAKQAIAAAAMgoAAjIAAQAAACgAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCjcBxQIBAAAAMQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) обратный элемент внутригрупповой матрицы сумм попарных произведений **W**. Постоянный член находится по формуле

![](data:image/x-wmf;base64,183GmgAAAAAAAAAXgAUACQAAAACRTAEACQAAAyQCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgAUAFxIAAAAmBg8AGgD/////AAAQAAAAwP///6n////AFgAAKQUAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAhUCRgwFAAAAEwIVAgoNEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCmkDgAgBAAAA5QAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgrfBBYJAQAAAD0AEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKIAMEEQEAAAA9AAgAAAAyCiADlQcBAAAA1wAIAAAAMgogAz4EAQAAAC0ACAAAADIKIAPmAgEAAAA9ABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAkwQAAAAtAQIABAAAAPABAQAIAAAAMgpMAQ4JAQAAAHAACAAAADIK3wSRCAEAAABqAAgAAAAyCpADQw0CAAAAamsIAAAAMgqQAxQLAgAAAGtqCAAAADIKkAMAAQEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAkwQAAAAtAQEABAAAAPABAgAIAAAAMgogA8YVAQAAAGcACAAAADIKIAO6DwEAAABrAAgAAAAyCiADOAwBAAAAeAAIAAAAMgogAz8KAQAAAGIACAAAADIKIAMrAAEAAABiABUAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAkwQAAAAtAQIABAAAAPABAQAIAAAAMgrfBMMJAQAAADEACAAAADIKkAO0AQEAAAAwABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAkwQAAAAtAQEABAAAAPABAgAIAAAAMgogAxUVAQAAACwACAAAADIKIAPhEgEAAAAsAAgAAAAyCiADKxIBAAAAMQAIAAAAMgogA3YOAQAAACwACAAAADIKIAN1BgEAAAA1AAgAAAAyCiADDAYBAAAALAAIAAAAMgogAzMFAQAAADAAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQIABAAAAPABAQAIAAAAMgogA1MTAQAAAEsACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=). (24)

Функции, определяемые соотношением (22), называются «*простыми классифицирующими функциями*» потому, что они предполагают лишь равенство групповых ковариационных матриц и не требуют других дополнительных свойств.

## 2.2. Классификация объектов с помощью функции расстояния

Выбор функций расстояния между объектами для классификации является наиболее очевидным способом введения меры сходства для векторов объектов, которые интерпретируются как точки в евклидовом пространстве. В качестве меры сходства можно использовать евклидово расстояние между объектами. Чем меньше расстояние между объектами, тем больше сходство. Однако в тех случаях, когда переменные коррелированы, измерены в разных единицах и имеют различные стандартные отклонения, трудно четко определить понятие «расстояния». В этом случае полезнее применить не евклидовое расстояние, а *выборочное расстояние Махаланобиса*

![](data:image/x-wmf;base64,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) (25)

или в матричной записи

![](data:image/x-wmf;base64,183GmgAAAAAAAAAnwAIACQAAAADRewEACQAAA5MCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAIAJxIAAAAmBg8AGgD/////AAAQAAAAwP///77////AJgAAfgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAvUAihIFAAAAEwL1AFwTBQAAABQC9QADHAUAAAATAvUA1RwVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABkEAAAALQEBAAgAAAAyCgACvCUBAAAAZwAIAAAAMgoAArAfAQAAAGsACAAAADIKAAKtDAEAAABnAAgAAAAyCgAC/QkBAAAAbgAIAAAAMgoAAu8EAQAAAEcACAAAADIKAAJHAAEAAABEABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAGQQAAAAtAQIABAAAAPABAQAIAAAAMgpwAvkcAQAAAGsACAAAADIKcAKAEwEAAABrAAgAAAAyCnACNQYBAAAAawAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABkEAAAALQEBAAQAAADwAQIACAAAADIKAAILJQEAAAAsAAgAAAAyCgAC1yIBAAAALAAIAAAAMgoAAiEiAQAAADEACAAAADIKAALZHQIAAAApLAgAAAAyCgACwBgBAAAAKAAIAAAAMgoAAmAUAQAAACkACAAAADIKAAJHDwEAAAAoAAgAAAAyCgACrw0BAAAAKQAIAAAAMgoAAlwJAQAAACgACAAAADIKAAIVBwEAAAApAAgAAAAyCgACPgQBAAAALwAIAAAAMgoAAoMCAQAAACgAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAZBAAAAC0BAgAEAAAA8AEBAAgAAAAyCjcBAxgBAAAAMQAIAAAAMgo3Aa0BAQAAADIAEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQEABAAAAPABAgAIAAAAMgoAAkkjAQAAAEsAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKAAL6IAEAAAA9AAgAAAAyCgACpBoBAAAALQAIAAAAMgrmAfkUAQAAAKIACAAAADIKAAIrEQEAAAAtAAgAAAAyCgACkA4BAAAA1wAIAAAAMgoAAkALAQAAAC0ACAAAADIKAAILCAEAAAA9ABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCjcBVBcBAAAALQAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABkEAAAALQECAAQAAADwAQEACAAAADIKAAIAHAEAAAB4AAgAAAAyCgACYRkBAAAAeAAIAAAAMgoAAnAVAQAAAFcACAAAADIKAAKHEgEAAAB4AAgAAAAyCgAC6A8BAAAAeAAIAAAAMgoAAiQDAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=), (25׳)

где **х** представляет объект с *р* переменными, ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA8kAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApgAQAAFAAAAEwKYABIBFQAAAPsC4P4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACsBAAAAC0BAQAIAAAAMgoQAjMBAQAAAGsAFQAAAPsCQP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACsBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABPQABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)-вектор средних для переменных *k*-й группы объектов. Если вместо ![](data:image/x-wmf;base64,183GmgAAAAAAAEAC4AEACQAAAACxXQEACQAAA40AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AFAAhIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8AAgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJwEAAAALQEAAAgAAAAyCoABQAABAAAAVwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) использовать оценку внутригрупповой ковариационной матрицы ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAICCQAAAAAzXQEACQAAA1QAAAAAABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)![](data:image/x-wmf;base64,183GmgAAAAAAAIAJAAIACQAAAACRVQEACQAAAzQBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ACQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIIEAAAALQEAAAgAAAAyCmABvggBAAAAKQAIAAAAMgpgAaoEAgAAAC8oFQAAAPsCgP4AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB4AcBAAAAZwAIAAAAMgpgAaAFAQAAAG4AEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKYAGuBgEAAAAtAAgAAAAyCmABqgEBAAAAPQAVAAAA+wKA/gAAAAAAALwCAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIIEAAAALQEBAAQAAADwAQAACAAAADIKYAHwAgEAAABXABUAAAD7AoD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgChggQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUAAAQAAANMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=), то получим стандартную запись выборочного расстояния Маханалобиса

![](data:image/x-wmf;base64,183GmgAAAAAAAIAbYAIACQAAAADxRwEACQAAA50CAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKAGxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AGwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAqoAsgoFAAAAEwKqAGYLBQAAABQCqgDGEQUAAAATAqoAehIVAAAA+wKA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzKEEAAAALQEBAAgAAAAyCqABXRoBAAAAZwAIAAAAMgqgAfUUAQAAAGsACAAAADIKoAEgBAEAAABHAAgAAAAyCqABRgABAAAARAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzKEEAAAALQECAAQAAADwAQEACAAAADIKAAKREgEAAABrAAgAAAAyCgACfQsBAAAAawAIAAAAMgoAAjAFAQAAAGsAFQAAAPsCgP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyhBAAAAC0BAQAEAAAA8AECAAgAAAAyCqABwxkBAAAALAAIAAAAMgqgAdsXAQAAACwACAAAADIKoAE/FwEAAAAxAAgAAAAyCqABLxMCAAAAKSwIAAAAMgqgAQgPAQAAACgACAAAADIKoAEbDAEAAAApAAgAAAAyCqAB9AcBAAAAKAAIAAAAMgqgAc4FAQAAACkACAAAADIKoAGGAwEAAAAvAAgAAAAyCqABCAIBAAAAKAAVAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzKEEAAAALQECAAQAAADwAQEACAAAADIK9ACCDgEAAAAxAAgAAAAyCvQAcQEBAAAAMgARAAAA+wKA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQACBAAAAC0BAQAEAAAA8AECAAgAAAAyCqABPxgBAAAASwAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgqgASkWAQAAAD0ACAAAADIKoAGgEAEAAAAtAAgAAAAyCooBlQwBAAAAogAIAAAAMgqgAYwJAQAAAC0ACAAAADIKoAG6BgEAAAA9ABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCvQACA4BAAAALQAVAAAA+wKA/gAAAAAAALwCAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzKEEAAAALQECAAQAAADwAQEACAAAADIKoAHDEQEAAAB4AAgAAAAyCqABkg8BAAAAeAAVAAAA+wKA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AoaEEAAAALQEBAAQAAADwAQIACAAAADIKoAH7DAEAAADTABUAAAD7AoD+AAAAAAAAvAIAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMoQQAAAAtAQIABAAAAPABAQAIAAAAMgqgAa8KAQAAAHgACAAAADIKoAF+CAEAAAB4AAgAAAAyCqABkgIBAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==). (26)

При использовании функции расстояния, объект относят к той группе, для которой расстояние ![](data:image/x-wmf;base64,183GmgAAAAAAAIACQAIBCQAAAADQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9AAgAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyCjcBrgEBAAAAMgAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEBAAQAAADwAQAACAAAADIKAAJHAAEAAABEAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) наименьшее.

Относя объект к ближайшему классу в соответствии с ![](data:image/x-wmf;base64,183GmgAAAAAAAIACQAIBCQAAAADQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9AAgAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyCjcBrgEBAAAAMgAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEBAAQAAADwAQAACAAAADIKAAJHAAEAAABEAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), мы неявно приписываем его к тому классу, для которого он имеет наибольшую вероятность принадлежности ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyCqABQgYBAAAAKQAIAAAAMgqgAZADAQAAAHwACQAAADIKoAE5AAMAAABQcigAFQAAAPsC4P4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABpBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACcgUBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAQAAADwAQEACAAAADIKoAErBAEAAABHABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAaQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAWkCAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=). Если предположить, что любой объект должен принадлежать одной из групп, то можно вычислить вероятность его принадлежности для любой из групп

![](data:image/x-wmf;base64,183GmgAAAAAAAAATYAUACQAAAABxSAEACQAAAxsCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAUAExIAAAAmBg8AGgD/////AAAQAAAAwP///7j////AEgAAGAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlACpggFAAAAEwJQArsSEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqwEvQgBAAAA5QAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgoGBekKAQAAAD0AEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKwAJHBwEAAAA9ABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAADgQAAAAtAQIABAAAAPABAQAIAAAAMgqBA4MKAQAAAGcACAAAADIKBgVqCgEAAABpAAgAAAAyCtMEfREBAAAAaQAIAAAAMgoPApYPAQAAAGsACAAAADIKMAOhAwEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAADgQAAAAtAQEABAAAAPABAgAIAAAAMgpjBEEQAQAAAEcACAAAADIKnwFQDgEAAABHAAgAAAAyCsACWwIBAAAARwAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAA4EAAAALQECAAQAAADwAQEACAAAADIKBgWWCwEAAAAxABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAADgQAAAAtAQEABAAAAPABAgAIAAAAMgpjBBYSAQAAACkACAAAADIKYwSmDwEAAAB8AAkAAAAyCmMETwwDAAAAUHIoAAgAAAAyCp8BdhABAAAAKQAIAAAAMgqfAbUNAQAAAHwACQAAADIKnwFeCgMAAABQcigACAAAADIKwAJRBgEAAAApAAgAAAAyCsACwQQBAAAAfAAJAAAAMgrAAjkAAwAAAFByKAAVAAAA+wJA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAA4EAAAALQECAAQAAADwAQEACAAAADIKYwR/DgEAAAB4AAgAAAAyCp8BjgwBAAAAeAAIAAAAMgrAAmoFAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=). (27)

Объект принадлежит к той группе, для которой апостериорная вероятность ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAAw0BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyCqABQgYBAAAAKQAIAAAAMgqgAZADAQAAAHwACQAAADIKoAE5AAMAAABQcigAFQAAAPsC4P4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABpBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACcgUBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAQAAADwAQEACAAAADIKoAErBAEAAABHABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAaQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAWkCAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) максимальна, что эквивалентно использованию наименьшего расстояния.

До сих пор при классификации по ![](data:image/x-wmf;base64,183GmgAAAAAAAIACQAIBCQAAAADQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9AAgAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyCjcBrgEBAAAAMgAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEBAAQAAADwAQAACAAAADIKAAJHAAEAAABEAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) предполагалось, что априорные вероятности появления групп одинаковы. Для учета априорных вероятностей нужно модифицировать расстояние ![](data:image/x-wmf;base64,183GmgAAAAAAAIACQAIBCQAAAADQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9AAgAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyCjcBrgEBAAAAMgAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEBAAQAAADwAQAACAAAADIKAAJHAAEAAABEAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), вычитая из выражений (25)–(26) удвоенную величину натурального логарифма от априорной вероятности ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAEAEAAAALQEAAAgAAAAyChACJAEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAEAEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA). Тогда, вместо выборочного расстояния Махаланобиса (26), получим

![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAICCQAAAAAzXQEACQAAA1QAAAAAABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)![](data:image/x-wmf;base64,183GmgAAAAAAAMAZgAIACQAAAABRRQEACQAAA4UCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgALAGRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AGQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAqoAsgoFAAAAEwKqAGYLBQAAABQCqgDGEQUAAAATAqoAehIVAAAA+wKA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzLMEAAAALQEBAAgAAAAyCqABDBkBAAAAKQAJAAAAMgqgAf0VAwAAAGxuKAAIAAAAMgqgARsVAQAAADIACAAAADIKoAEvEwEAAAApAAgAAAAyCqABCA8BAAAAKAAIAAAAMgqgARsMAQAAACkACAAAADIKoAH0BwEAAAAoAAgAAAAyCqABzgUBAAAAKQAIAAAAMgqgAYYDAQAAAC8ACAAAADIKoAEIAgEAAAAoABUAAAD7AiD/AAAAAAAAkAEAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMswQAAAAtAQIABAAAAPABAQAIAAAAMgr0AIIOAQAAADEACAAAADIK9ABxAQEAAAAyABUAAAD7AiD/AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMswQAAAAtAQEABAAAAPABAgAIAAAAMgoAAm4YAQAAAGsACAAAADIKAAKREgEAAABrAAgAAAAyCgACfQsBAAAAawAIAAAAMgoAAjAFAQAAAGsACAAAADIKAAJQAQEAAABxABUAAAD7AoD+AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMswQAAAAtAQIABAAAAPABAQAIAAAAMgqgAa0XAQAAAHEACAAAADIKoAEgBAEAAABHAAgAAAAyCqABRgABAAAARAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAfsTAQAAAC0ACAAAADIKoAGgEAEAAAAtAAgAAAAyCooBlQwBAAAAogAIAAAAMgqgAYwJAQAAAC0ACAAAADIKoAG6BgEAAAA9ABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvQACA4BAAAALQAVAAAA+wKA/gAAAAAAALwCAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzLMEAAAALQEBAAQAAADwAQIACAAAADIKoAHDEQEAAAB4AAgAAAAyCqABkg8BAAAAeAAVAAAA+wKA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AobMEAAAALQECAAQAAADwAQEACAAAADIKoAH7DAEAAADTABUAAAD7AoD+AAAAAAAAvAIAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMswQAAAAtAQEABAAAAPABAgAIAAAAMgqgAa8KAQAAAHgACAAAADIKoAF+CAEAAAB4AAgAAAAyCqABkgIBAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==). (28)

Это изменение расстояния математически идентично умножению величин ![](data:image/x-wmf;base64,183GmgAAAAAAACAPYAIACQAAAABRUwEACQAAA3gBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgDxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gDgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AADwEAAAALQEAAAgAAAAyCqABRw4BAAAAKQAIAAAAMgqgAYYLAQAAAHwACQAAADIKoAEvCAMAAABQcigAFQAAAPsCQP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMw8BAAAAC0BAQAEAAAA8AEAAAkAAAAyCqAByQQDAAAA6OvoABUAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAPAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAZIDAQAAACkACAAAADIKoAEKAgEAAAAoABUAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAPAQAAAAtAQEABAAAAPABAAAIAAAAMgoQAmcNAQAAAGsACAAAADIKEAIqAQEAAABrABUAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAPAQAAAAtAQAABAAAAPABAQAIAAAAMgqgASEMAQAAAEcACAAAADIKoAGNAAEAAABmABUAAAD7AkD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAPAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAV8KAQAAAHgACAAAADIKoAGrAgEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) на априорную вероятность группы ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAEAEAAAALQEAAAgAAAAyChACJAEBAAAAawAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAEAEAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA). Формулу (28) можно получить, умножив правые и левые части выражения (20) на два. Тогда после замены векторов средних и ковариационной матрицы их оценками имеем ![](data:image/x-wmf;base64,183GmgAAAAAAAMAZgAIACQAAAABRRQEACQAAA4UCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgALAGRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AGQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAqoAsgoFAAAAEwKqAGYLBQAAABQCqgDGEQUAAAATAqoAehIVAAAA+wKA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzMYEAAAALQEBAAgAAAAyCqABDBkBAAAAKQAJAAAAMgqgAf0VAwAAAGxuKAAIAAAAMgqgARsVAQAAADIACAAAADIKoAEvEwEAAAApAAgAAAAyCqABCA8BAAAAKAAIAAAAMgqgARsMAQAAACkACAAAADIKoAH0BwEAAAAoAAgAAAAyCqABzgUBAAAAKQAIAAAAMgqgAYYDAQAAAC8ACAAAADIKoAEIAgEAAAAoABUAAAD7AiD/AAAAAAAAkAEAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMxgQAAAAtAQIABAAAAPABAQAIAAAAMgr0AIIOAQAAADEACAAAADIK9ABxAQEAAAAyABUAAAD7AiD/AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMxgQAAAAtAQEABAAAAPABAgAIAAAAMgoAAm4YAQAAAGsACAAAADIKAAKREgEAAABrAAgAAAAyCgACfQsBAAAAawAIAAAAMgoAAjAFAQAAAGsACAAAADIKAAJQAQEAAABxABUAAAD7AoD+AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMxgQAAAAtAQIABAAAAPABAQAIAAAAMgqgAa0XAQAAAHEACAAAADIKoAEgBAEAAABHAAgAAAAyCqABRgABAAAARAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAfsTAQAAAC0ACAAAADIKoAGgEAEAAAAtAAgAAAAyCooBlQwBAAAAogAIAAAAMgqgAYwJAQAAAC0ACAAAADIKoAG6BgEAAAA9ABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvQACA4BAAAALQAVAAAA+wKA/gAAAAAAALwCAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzMYEAAAALQEBAAQAAADwAQIACAAAADIKoAHDEQEAAAB4AAgAAAAyCqABkg8BAAAAeAAVAAAA+wKA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4AocYEAAAALQECAAQAAADwAQEACAAAADIKoAH7DAEAAADTABUAAAD7AoD+AAAAAAAAvAIAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMxgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAa8KAQAAAHgACAAAADIKoAF+CAEAAAB4AAgAAAAyCqABkgIBAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==).

Отметим, тот факт, что априорные вероятности оказывают наибольшее влияние при перекрытии групп и, следовательно, многие объекты с большой вероятностью могут принадлежать ко многим группам. Если группы сильно различаются, то учет априорных вероятностей практически не влияет на результат классификации, поскольку между классами будет находиться очень мало объектов.

***V-статистика Рао.*** В некоторых работах для классификации используется *обобщенное расстояние Махаланобиса V –* обобщение величины ![](data:image/x-wmf;base64,183GmgAAAAAAAIACQAIBCQAAAADQXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9AAgAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEAAAgAAAAyCjcBrgEBAAAAMgAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGYEAAAALQEBAAQAAADwAQAACAAAADIKAAJHAAEAAABEAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA). Эта мера, известная как V-статистика Рао, измеряет расстояния от каждого центроида группы до главного центроида с весами, пропорциональными объему выборки соответствующей группы. Она применима при любом количестве классов и может быть использована для проверки гипотезы ![](data:image/x-wmf;base64,183GmgAAAAAAACAMoAIBCQAAAACQUAEACQAAA3oBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAIgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gCwAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALcEAAAALQEAAAgAAAAyChACLwsBAAAAZwAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALcEAAAALQEBAAQAAADwAQAACAAAADIKoAFHAAEAAABIABUAAAD7AkD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgChtwQAAAAtAQAABAAAAPABAQAIAAAAMgqgAQAKAQAAAOwACAAAADIKoAFyAwEAAADsABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABtggBAAAAPQAIAAAAMgqgAYgFAQAAAD0AEQAAAPsCQP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAbYGAQAAAEwAFQAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC3BAAAAC0BAQAEAAAA8AEAAAgAAAAyChACbwQBAAAAMQAIAAAAMgoQArMBAQAAADAAFQAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC3BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABwgIBAAAAOgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Если гипотеза ![](data:image/x-wmf;base64,183GmgAAAAAAAIACYAIBCQAAAADwXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIQEAAAALQEAAAgAAAAyChACtAEBAAAAMAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIQEAAAALQEBAAQAAADwAQAACAAAADIKoAFHAAEAAABIAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) верна, а объемы выборок ![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAF0EAAAALQEAAAgAAAAyChACDQEBAAAAaQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAF0EAAAALQEBAAQAAADwAQAACAAAADIKoAE5AAEAAABuAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) стремятся к ∞, то распределение величины *V* стремится к ![](data:image/x-wmf;base64,183GmgAAAAAAACACoAIDCQAAAACSXgEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///77////gAQAAXgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAHcEAAAALQEAAAgAAAAyCjcBPwEBAAAAMgAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAjIAAQAAAGMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) с ![](data:image/x-wmf;base64,183GmgAAAAAAACAGQAIBCQAAAABwWgEACQAAA+oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAIgBhIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gBQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKsEAAAALQEAAAgAAAAyCoABWAUBAAAAKQAIAAAAMgqAAZsEAQAAADEACAAAADIKgAFfAQEAAAAoABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABdAMBAAAALQAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKsEAAAALQEAAAQAAADwAQEACAAAADIKgAEVAgEAAABnAAgAAAAyCoABcQABAAAAcAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) степенями свободы. Если наблюдаемая величина ![](data:image/x-wmf;base64,183GmgAAAAAAAEAOwAIACQAAAACRUgEACQAAA2cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAJADhIAAAAmBg8AGgD/////AAAQAAAAwP///77///8ADgAAfgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGgEAAAALQEAAAgAAAAyCgAC5QwCAAAAKSkIAAAAMgoAAigMAQAAADEACAAAADIKAALtCAEAAAAoAAgAAAAyCgACJgcBAAAAKAAVAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGgEAAAALQEBAAQAAADwAQAACAAAADIKNwHVBAEAAAAyAAgAAAAyCnACsgQBAAAAMQAIAAAAMgo3AUMBAQAAADIAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKAAICCwEAAAAtAAgAAAAyCgACxAMBAAAAYwAIAAAAMgoAAnQCAQAAAD4ACAAAADIKAAIyAAEAAABjABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCnACHwYBAAAAYQAIAAAAMgpwAlUFAQAAAC0AFQAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABoBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACowkBAAAAZwAIAAAAMgoAAv8HAQAAAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=), то гипотеза ![](data:image/x-wmf;base64,183GmgAAAAAAAIACYAIBCQAAAADwXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIQEAAAALQEAAAgAAAAyChACtAEBAAAAMAAVAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIQEAAAALQEBAAQAAADwAQAACAAAADIKoAFHAAEAAABIAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) отвергается. *V*-статистика вычисляется по формуле
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Матричное выражение оценки *V* имеет вид
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Отметим, что при включении или исключении переменных V-статистика имеет распределение хи-квадрат с числом степеней свободы, равным (g - 1), умноженное на число переменных, включенных (исключенных) на этом шаге. Если изменение статистики не значимо, то переменную можно не включать. Если после включения новой переменной V-статистика оказывается отрицательной, то это означает, что включенная переменная ухудшает разделение центроидов.

## 2.3. Классификационная матрица

В дискриминантном анализе процедура классификации используется для определения принадлежности к той или иной группе случайно выбранных объектов, которые не были включены при выводе дискриминантной и классифицирующих функций. Для проверки точности классификации применим классифицирующие функции к тем объектам, по которым они были получены. По доле правильно классифицированных объектов можно оценить точность процедуры классификации. Результаты такой классификации представляют в виде *классификационной матрицы*. Рассмотрим пример классификационной матрицы, приведенной в табл. 1.

*Таблица 1*

Классификационная матрица

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Группы | | | Предсказанные группы (число, процент) | | | | | | | | | | | | | | |
|  | | | 1 | | | 2 | | | 3 | | | 4 | | | Всего | | |
| 1 | | | 9 | | | 90.0 | 0 | | 0.0 | 0 | | 0.0 | 1 | | 10.0 | 10 | |
| 2 | | | 0 | | | 0.0 | 4 | | 80.0 | 1 | | 20.0 | 0 | | 0.0 | 5 | |
| 3 | | | 8 | | | 14.8 | 4 | | 7.4 | 37 | | 68.5 | 5 | | 9.3 | 54 | |
| 4 | | | 1 | | | 7.7 | 0 | | 0.0 | 1 | | 7.7 | 11 | | 84.6 | 13 | |

В первой группе точно предсказаны из 10 объектов 9, что составляет 90 %, один объект отнесен к 4-й группе. Во второй группе правильно предсказаны 80 % объектов, один объект (20 %) отнесен к третьей группе. В третьей группе процент правильного предсказания самый низкий и составляет 68,5 %, причем из 54 объектов 8 отнесены к первой группе, 4 – ко второй и 5 – к четвертой группе. В четвертой группе правильно предсказаны 84,6%, по одному объекту отнесено к первой и третьей группам.

Процент правильной классификации объектов является дополнительной мерой различий между группами и ее можно считать наиболее подходящей мерой дискриминации. Следует отметить, что величина процентного содержания пригодна для суждения о правильном предсказании только тогда, когда распределение объектов по группам производилось случайно. Например, для двух групп при случайной классификации можно правильно предсказать 50 %, а для четырех групп эта величина составляет 25 %. Поэтому если для двух групп имеем 60 % правильного предсказания, то нужно считать эту величину слишком малой, тогда как для четырех групп эта величина говорит о хорошей разделительной способности.

***Пример.*** Больные увеличением щитовидной железы общим числом 23 человека были разделены на три группы.

*Группа 1*. Лечение оказалось успешным; проведенное через большой промежуток времени клиническое обследование показало, что пациент здоров.

*Группа 2*. Лечение безуспешно, т. е. состояние больного осталось без изменения.

*Группа 3*. Исход лечения успешен, но в дальнейшем возможен рецидив.

По результатам обследования 23 пациентов имеются следующие измерения:

y6 – йод, регистрируемый через 3 часа после принятия испытательной дозы;

y9 – йод, регистрируемый через 48 часов после принятия испытательной дозы;

y10 – содержание в крови белковосвязанного йода (РВ131J) через 48 часов;

kl – номер группы.

Конкретные результаты приведены в табл.2.

*Таблица 2*

Данные о 23 больных гипертиреозом, разделенныз на три группы

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| № | Kl | y6 | y9 | y10 | № | kl | y6 | y9 | Y10 |
| 1 | 1 | 14.4 | 25.1 | 0.20 | 13 | 1 | 54.0 | 57.0 | 0.19 |
| 2 | 1 | 20.1 | 40.1 | 0.11 | 14 | 1 | 16.1 | 20.6 | 0.22 |
| 3 | 1 | 24.1 | 32.1 | 0.17 | 15 | 1 | 57.5 | 74.5 | 0.49 |
| 4 | 1 | 11.1 | 16.9 | 0.12 | 16 | 1 | 37.8 | 63.0 | 0.32 |
| 5 | 1 | 16.3 | 32.1 | 0.36 | 17 | 2 | 55.8 | 48.0 | 2.74 |
| 6 | 1 | 40.5 | 64.4 | 0.21 | 18 | 2 | 75.0 | 60.0 | 1.37 |
| 7 | 1 | 52.7 | 50.0 | 0.53 | 19 | 2 | 72.0 | 65.0 | 0.70 |
| 8 | 1 | 20.8 | 22.3 | 0.13 | 20 | 2 | 70.6 | 45.0 | 1.40 |
| 9 | 1 | 14.0 | 3.1 | 0.18 | 21 | 3 | 24.1 | 45.0 | 0.22 |
| 10 | 1 | 27.0 | 41.7 | 0.19 | 22 | 3 | 33.2 | 55.0 | 0.01 |
| 11 | 1 | 44.3 | 63.8 | 0.22 | 23 | 3 | 30.4 | 44.6 | 0.09 |
| 12 | 1 | 47.5 | 50.1 | 0.29 |  |  |  |  |  |

По матрице исходных данных находятся средние и стандартные отклонения дискриминантных переменных (табл. 3, 4), общая **T** и внутригрупповые **W** матрицы сумм квадратов и перекрестных произведений (табл. 5, 6).

*Таблица 3*

Средние дискриминантных переменных ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA8kAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApIAWQAFAAAAEwKSAAEBFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAB+BAAAAC0BAQAIAAAAMgrgAS4BAgAAAGprFQAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAB+BAAAAC0BAgAEAAAA8AEBAAgAAAAyCoABTAABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Группы GR | Y6 | Y9 | Y10 | Кол-во |
| 1 () | 31,1375 | 41,0500 | 0,2456 | 16 |
| 2 () | 68,3500 | 54,5000 | 1,5525 | 4 |
| 3 () | 29,2333 | 48,2000 | 0,1067 | 3 |
| Все группы ) | 37,3609 | 44,3217 | 0,4548 | 23 |

*Таблица 4*

Стандартные отклонения ![](data:image/x-wmf;base64,183GmgAAAAAAAEACYAIACQAAAAAxXgEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAgAAAAyCuABRwECAAAAamsVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEBAAQAAADwAQAACAAAADIKgAFAAAEAAABTAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Группы GR | Y6 | Y9 | Y10 | Кол-во |
| 1. | 16,2739 | 20,4760 | 0,1237 | 16 |
| 2. | 8,5656 | 9,5394 | 0,8551 | 4 |
| 3. | 4,б608 | 5,8924 | 0,1060 | 3 |
| Все группы |  |  |  | 23 |

*Таблица 5*

Матрица общей суммы перекрестных произведений Т

|  |  |  |  |
| --- | --- | --- | --- |
| Переменная | Y6 | Y9 | Y10 |
| Y6 | 8895,3148 | 6025,1896 | 163,2293 |
| Y9 | 6025,1896 | 7262,2391 | 53,5466 |
| Y10 | 163,2293 | 53,5466 | 8,3290 |

*Таблица 6*

Матрица внутригрупповой суммы перекрестных произведений W

|  |  |  |  |
| --- | --- | --- | --- |
| Переменная | Y6 | Y9 | Y10 |
| Y6 | 4236,1542 | 4532,3100 | –2,1545 |
| Y9 | 4532,3100 | 6631,4600 | 1,9565 |
| Y10 | –2,1545 | 1,9565 | 2,4455 |

Если разделить каждый элемент **T** на (*n* - 1)), а каждый элемент **W** – на (*n – g*), то получим ковариационные матрицы. Для оценки меры связи между дискриминантными переменными матрицы **T** и **W** преобразованы в корреляционные матрицы, которые приведены в табл. 7 и 8. Элементы этих матриц найдены по формулам ![](data:image/x-wmf;base64,183GmgAAAAAAACAL4AQBCQAAAADQUQEACQAAA5MBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AQgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6H////gCgAAgQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmACAgQFAAAAEwJgAtkKFQAAAPsC4P4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgpMBDgKAQAAAGoACAAAADIKTASqCAEAAABpAAgAAAAyCuUBWQcCAAAAaWoIAAAAMgoJAmMBAQAAAHQACAAAADIKLAOzAAIAAABpahUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgrsAyYJAQAAAFMACAAAADIK7APWBwEAAABTAAgAAAAyCuwDoAQBAAAAbgAIAAAAMgqFAZEGAQAAAFQACAAAADIKwAI6AAEAAAByABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQEABAAAAPABAgAIAAAAMgrsA0YHAQAAACkACAAAADIK7AOkBgEAAAAxAAgAAAAyCuwDFgQBAAAAKAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQECAAQAAADwAQEACAAAADIKCQLNAQEAAAApAAgAAAAyCgkC/QABAAAAKAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgrsA64FAQAAAC0ACAAAADIKwALEAgEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA) и ![](data:image/x-wmf;base64,183GmgAAAAAAAIALwAQBCQAAAABQUQEACQAAA5MBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwASACxIAAAAmBg8AGgD/////AAAQAAAAwP///7n///9ACwAAeQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAkACPwQFAAAAEwJAAjoLFQAAAPsC4P4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAClBAAAAC0BAQAIAAAAMgorBJ8KAQAAAGoACAAAADIKKwQdCQEAAABpAAgAAAAyCs0B2wcCAAAAaWoIAAAAMgrsAWoBAQAAAHcACAAAADIKCQOtAAIAAABpahUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApQQAAAAtAQIABAAAAPABAQAIAAAAMgrLA5MJAQAAAFMACAAAADIKywNPCAEAAABTAAgAAAAyCssD8wYBAAAAcQAIAAAAMgrLA90EAQAAAG4ACAAAADIKbQGnBgEAAABXAAgAAAAyCqACOgABAAAAcgAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKUEAAAALQEBAAQAAADwAQIACAAAADIKywO/BwEAAAApAAgAAAAyCssDUwQBAAAAKAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKUEAAAALQECAAQAAADwAQEACAAAADIK7AEuAgEAAAApAAgAAAAyCuwB9wABAAAAKAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgrLA98FAQAAAC0ACAAAADIKoAIQAwEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA).

Из общей корреляционной матрицы видно, что переменные некоррелированы на уровне 0.01. Отсюда следует, что ни одна переменная не может быть предсказана по значению, соответствующему другой переменной.

*Таблица 7*

Общая корреляционная матрица

|  |  |  |  |
| --- | --- | --- | --- |
| Переменная | Y6 | Y9 | Y10 |
| Y6 | 1,0000 | -0,1759 | 0,0664 |
| Y9 | -0,1759 | 1,0000 | 0,3480 |
| Y10 | 0,0664 | 0,3480 | 1,0000 |

Для измерения меры разброса наблюдений внутри классов используется внутригрупповая корреляционная матрица, которая приведена в табл. 8. Эта матрица не совпадает с общей корреляционной матрицей. Из таблицы видно, что многие коэффициенты отличаются от значений, приведенных в табл.7.

*Таблица 8*

Внутригрупповая корреляционная матрица

|  |  |  |  |
| --- | --- | --- | --- |
| Переменная | Y6 | Y9 | Y10 |
| Y6 | 1,0000 | 0,8551 | –0,0212 |
| Y9 | 0,8551 | 1,0000 | 0,0154 |
| Y10 | –0,0212 | 0,0154 | 1,00 |

Из табл. 5 и 6 видно, что большая часть элементов матрицы **W** меньше соответствующих элементов матрицы **T**. Разница этих матриц ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHwAEBCQAAAADQWAEACQAAA8UAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAEABxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIMEAAAALQEAAAgAAAAyCmABPgUBAAAAVwAIAAAAMgpgAc4CAQAAAFQACAAAADIKYAE0AAEAAABCABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABGAQBAAAALQAIAAAAMgpgAZwBAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) определяет межгрупповую сумму квадратов отклонений и попарных произведений. Эта матрица приведена в табл. 9.

*Таблица 9*

Матрица межгрупповой суммы перекрестных произведений B

|  |  |  |  |
| --- | --- | --- | --- |
| Переменная | Y6 | Y9 | Y10 |
| Y6 | 4659,1606 | 1492,8796 | 165,3838 |
| Y9 | 1492,8796 | 630,7791 | 51,5901 |
| Y10 | 165,3838 | 51,5901 | 5,8834 |

Для нахождения коэффициентов канонической дискриминантной функции решаем задачу (2) в терминах собственных чисел и векторов, которая в матричной записи имеет вид (10). Систему уравнений (10) решаем с помощью разложения Холецкого матрицы ![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA9IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMEEAAAALQEAAAgAAAAyCvQAWwIBAAAAMQAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgr0AOEBAQAAAC0AFQAAAPsCgP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADBBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABQAABAAAAVwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)= ![](data:image/x-wmf;base64,183GmgAAAAAAAOACoAECCQAAAABTXQEACQAAA7UAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAHgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAgAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAVAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJwEAAAALQEAAAgAAAAyCmABNQEBAAAATAAIAAAAMgpgATQAAQAAAEwAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKSQE7AgEAAACiAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA),

![](data:image/x-wmf;base64,183GmgAAAAAAAAAUYAIACQAAAABxSAEACQAAA4cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIAFBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AEwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wLg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJ0EAAAALQEAAAgAAAAyCuABGBMCAAAAaWoIAAAAMgrgASIQAQAAAGoACAAAADIK4AGFDgEAAABpAAgAAAAyCuAB+ggBAAAAaQAIAAAAMgrgAXUGAQAAAGkAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKgAFHEgEAAABkAAgAAAAyCoABFREBAAAAPQAIAAAAMgpqAXoOAQAAAKIACAAAADIKgAHoCQEAAAA9AAgAAAAyCoABhgUBAAAAbAAIAAAAMgqAAWwEAQAAAC0ACAAAADIKagHGAQEAAACiABUAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAnQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAQcPAQAAAHYACAAAADIKgAGoDQEAAAB2AAgAAAAyCoABHQgBAAAAdgAIAAAAMgqAAeUGAQAAAEkACAAAADIKgAEaAgIAAABCTAgAAAAyCoABuAABAAAATAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJ0EAAAALQEBAAQAAADwAQAACAAAADIKgAHUCwEAAAAsAAgAAAAyCoABGgsBAAAAMAAIAAAAMgqAAYcHAQAAACkACAAAADIKgAE0AAEAAAAoAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA).

![](data:image/x-wmf;base64,183GmgAAAAAAAIAVAAcACQAAAACRTAEACQAAA9gBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAeAFRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AFQAApgYAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKDAawFAEAAAD6AAgAAAAyCpwEsBQBAAAA+gAIAAAAMgosA7AUAQAAAPoACAAAADIKiAawFAEAAAD7AAgAAAAyCrwBsBQBAAAA+QAIAAAAMgoMBtoCAQAAAOoACAAAADIKnATaAgEAAADqAAgAAAAyCiwD2gIBAAAA6gAIAAAAMgqIBtoCAQAAAOsACAAAADIKvAHaAgEAAADpAAgAAAAyCiAGBgoBAAAALQAIAAAAMgrgA3YDAQAAAC0ACAAAADIK4AOcAQEAAAA9ABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAswQAAAAtAQEABAAAAPABAAAJAAAAMgogBrARBAAAADYzOTUIAAAAMgogBlARAQAAACwACAAAADIKIAaWEAEAAAAwAAkAAAAyCiAGOgwEAAAAMDA5OAgAAAAyCiAG2gsBAAAALAAIAAAAMgogBiALAQAAADAACQAAADIKIAYUBQQAAAAwNDI0CAAAADIKIAa0BAEAAAAsAAgAAAAyCiAG+gMBAAAAMAAIAAAAMgrgA0ASAQAAADAACQAAADIK4AOtCwQAAAAwMTIzCAAAADIK4ANNCwEAAAAsAAgAAAAyCuADkwoBAAAAMAAJAAAAMgrgA6oFBAAAADAyMDMIAAAAMgrgA0oFAQAAACwACAAAADIK4AOQBAEAAAAwAAgAAAAyCqABQBIBAAAAMAAIAAAAMgqgAToMAQAAADAACQAAADIKoAERBQQAAAAwMjk3CAAAADIKoAGxBAEAAAAsAAgAAAAyCqAB9wMBAAAAMAAVAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALMEAAAALQEAAAQAAADwAQEACAAAADIK4AM0AAEAAABMAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Наибольшее собственное значение для системы равно ![](data:image/x-wmf;base64,183GmgAAAAAAAKAHIAIBCQAAAACQWwEACQAAA+sAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMgEAAAALQEAAAkAAAAyCoABUwQEAAAAMzUxNAgAAAAyCoAB+QMBAAAALAAIAAAAMgqAAUUDAQAAADUAFQAAAPsC4P4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABCwEBAAAAMQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAARkCAQAAAD0ACAAAADIKgAE0AAEAAABsAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) и ![](data:image/x-wmf;base64,183GmgAAAAAAAMAHQAIACQAAAACRWwEACQAAA+sAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALABxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPsEAAAALQEAAAkAAAAyCoABiQQEAAAAMDQ1MggAAAAyCoABKQQBAAAALAAIAAAAMgqAAW8DAQAAADAAFQAAAPsC4P4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAD7BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABIgEBAAAAMwAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAT0CAQAAAD0ACAAAADIKgAE0AAEAAABsAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA), которым соответствуют собственные векторы ![](data:image/x-wmf;base64,183GmgAAAAAAAMAToAIBCQAAAABwTwEACQAAA4IBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALAExIAAAAmBg8AGgD/////AAAQAAAAwP///7r///+AEwAAWgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAQAAAA+wLz/eMAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIK/wFCAwEAAABbABAAAAD7AvP94wAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCv8BwxIBAAAAXQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgpIASETAQAAAKIACAAAADIKAAIaAgEAAAA9ABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAaQQAAAAtAQEABAAAAPABAAAJAAAAMgoAArkPBAAAADY2OTcIAAAAMgoAAlkPAQAAACwACAAAADIKAAKfDgEAAAAwAAkAAAAyCgACPQoEAAAAMDk5MAgAAAAyCgAC3QkBAAAALAAIAAAAMgoAAiMJAQAAADAACQAAADIKAALBBAQAAAA3MzYwCAAAADIKAAJhBAEAAAAsAAgAAAAyCgACpwMBAAAAMAAVAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAGkEAAAALQEAAAQAAADwAQEACAAAADIKYAIMAQEAAAAxABUAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAaQQAAAAtAQEABAAAAPABAAAIAAAAMgoAAkYAAQAAAHYACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=)и ![](data:image/x-wmf;base64,183GmgAAAAAAAMAUwAIACQAAAAARSAEACQAAA4oBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwALAFBIAAAAmBg8AGgD/////AAAQAAAAwP///7r///+AFAAAegIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wLz/eMAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIK/wFmAwEAAABbABAAAAD7AvP94wAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCv8B0RMBAAAAXQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgpIAS8UAQAAAKIACAAAADIKAALSAwEAAAAtAAgAAAAyCgACPgIBAAAAPQAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPsEAAAALQEBAAQAAADwAQAACQAAADIKAALsEAQAAAAzNTgxCAAAADIKAAKSEAEAAAAsAAgAAAAyCgAC2A8BAAAAMAAJAAAAMgoAAnYLBAAAADgyNTIIAAAAMgoAAiILAQAAACwACAAAADIKAAJoCgEAAAAwAAkAAAAyCgACDAYEAAAANDM2OAgAAAAyCgACpgUBAAAALAAIAAAAMgoAAuwEAQAAADAAFQAAAPsC4P4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAD7BAAAAC0BAAAEAAAA8AEBAAgAAAAyCmACIwEBAAAAMwAVAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPsEAAAALQEBAAQAAADwAQAACAAAADIKAAJGAAEAAAB2AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA). Положив ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEwAEBCQAAAABwWwEACQAAA7UAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAGgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIMEAAAALQEAAAgAAAAyCmABnQICAAAATHYIAAAAMgpgAS4AAQAAAGIAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKYAFsAQEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), получаем коэффициенты канонической дискриминантной функции ![](data:image/x-wmf;base64,183GmgAAAAAAAOAUoAIACQAAAABRSAEACQAAA4oBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoALgFBIAAAAmBg8AGgD/////AAAQAAAAwP///7r///+gFAAAWgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAQAAAA+wLz/eMAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIK/wE8AwEAAABbABAAAAD7AvP94wAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCv8B3RMBAAAAXQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgpIATsUAQAAAKIACAAAADIKAAIjCQEAAAAtAAgAAAAyCgACFAIBAAAAPQAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AADMEAAAALQEBAAQAAADwAQAACQAAADIKAALfEAQAAAA0NTg1CAAAADIKAAJ5EAEAAAAsAAgAAAAyCgACvw8BAAAAMAAJAAAAMgoAAlcLBAAAADAxMzcIAAAAMgoAAvcKAQAAACwACAAAADIKAAI9CgEAAAAwAAkAAAAyCgACuwQEAAAAMDIxOQgAAAAyCgACWwQBAAAALAAIAAAAMgoAAqEDAQAAADAAFQAAAPsC4P4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAzBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmACBgEBAAAAMQAVAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AADMEAAAALQEBAAQAAADwAQAACAAAADIKAAIuAAEAAABiAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) и ![](data:image/x-wmf;base64,183GmgAAAAAAAAAVwAIACQAAAADRSQEACQAAA4oBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAIAFRIAAAAmBg8AGgD/////AAAQAAAAwP///7r////AFAAAegIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAQAAAA+wLz/eMAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIK/wFfAwEAAABbABAAAAD7AvP94wAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCv8BABQBAAAAXQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgpIAV4UAQAAAKIACAAAADIKAALLAwEAAAAtAAgAAAAyCgACNwIBAAAAPQAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAEQEAAAALQEBAAQAAADwAQAACQAAADIKAAL9EAQAAAAyMDI0CAAAADIKAAKXEAEAAAAsAAgAAAAyCgAC3Q8BAAAAMAAJAAAAMgoAAnsLBAAAADAxOTAIAAAAMgoAAhsLAQAAACwACAAAADIKAAJhCgEAAAAwAAkAAAAyCgAC/wUEAAAAMDEzMAgAAAAyCgACnwUBAAAALAAIAAAAMgoAAuUEAQAAADAAFQAAAPsC4P4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABEBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmACHAEBAAAAMwAVAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAEQEAAAALQEBAAQAAADwAQAACAAAADIKAAIuAAEAAABiAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA).

При использовании коэффициентов **b** начало координат не будет совпадать с главным центроидом. Для того чтобы начало координат совпало с главным центроидом нужно нормировать компоненты вектора **b**, используя формулы (11). Для оценки относительного вклада каждой переменной в значение дискриминантной функции вычислим стандартизованные дискриминантные коэффициенты по формуле (12). Результаты вычислений приведены в табл.10. Из табл.10 видно, что две наиболее значимо коррелированные переменные Y6 и Y9 имеют примерно одинаковые стандартизованные коэффициенты. Значения нестандартизованной канонической функции для каждого пациента сведены в табл.15. Координаты центроидов первой, второй и третьей групп соответственно равны: ![](data:image/x-wmf;base64,183GmgAAAAAAAMASgAQACQAAAABRSAEACQAAA3sBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgATAEhIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+AEgAAQAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKEgPUEQEAAAD6AAgAAAAyCiIE1BEBAAAA+wAIAAAAMgqiAdQRAQAAAPkACAAAADIKEgNAAAEAAADqAAgAAAAyCiIEQAABAAAA6wAIAAAAMgqiAUAAAQAAAOkACAAAADIKxgPoAAEAAAAtAAgAAAAyCoYB3AwBAAAALQAIAAAAMgqGAdwAAQAAAC0AFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AEAAAkAAAAyCsYDYg4EAAAANDg2MggAAAAyCsYD/A0BAAAALAAIAAAAMgrGA0INAQAAADAACQAAADIKxgN0CAQAAAAwNjA0CAAAADIKxgMUCAEAAAAsAAgAAAAyCsYDWgcBAAAAMAAJAAAAMgrGA/gCBAAAADEwNjMIAAAAMgrGA7wCAQAAACwACAAAADIKxgMCAgEAAAAwAAkAAAAyCoYBzg4EAAAANzQ2NggAAAAyCoYBbg4BAAAALAAIAAAAMgqGAdINAQAAADEACQAAADIKhgF9CAQAAAA2NTUzCAAAADIKhgEdCAEAAAAsAAgAAAAyCoYBYwcBAAAANAAJAAAAMgqGAQQDBAAAADgzNjMIAAAAMgqGAbACAQAAACwACAAAADIKhgH2AQEAAAAwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA).

*Таблица 10*

Коэффициенты дискриминантной функции

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Нестандартизованные  коэффициенты | | | Стандартизованные  Коэффициенты | | |
| Переменная | Коэффициенты | | Переменная | Коэффициенты | |
| Y6 | 0,0978 | -0,0580 | Y6 | 1,4228 | -0,8445 |
| Y9 | -0,0614 | 0,0850 | Y9 | -1,1184 | 1,5479 |
| Y10 | 2,0504 | 0,9050 | Y10 | 0,7170 | 0,33165 |
| Константа | -1,8628 | -0,20112 | Собств. нач. | 5,3514 | 0,0452 |

Для определения взаимной зависимости отдельной переменной и дискриминантной функции рассмотрим внутригрупповые структурные коэффициенты, значения которых находим по формуле (13). Результаты вычислений представлены в табл. 11.

*Таблица 11*

Внутригрупповые структурные коэффициенты

|  |  |  |
| --- | --- | --- |
| Переменная | Коэффициент | |
| Y6 | 1,4580 | -0,8653 |
| Y9 | -1,1460 | 1,5861 |
| Y10 | 0,7347 | 0,3243 |

Переменные Y6 и Y9 имеют небольшие структурные коэффициенты, но у них относительно большие стандартизованные коэффицинты. Это объясняется значимой корреляцией переменной Y6 с другими переменными и может оказаться, что вклад переменных Y6 и Y9 в дискриминантые значения невелик. Для оценки реальной полезности канонической дискриминантной функции вычисляем по формулам (14)–(16) коэффициент канонической корреляции, Λ-статистику Уилкса , статистику хи-квадрат, уровень значимости. Результаты вычислений приведены в табл. 12.

*Таблица 12*

Основные статистики

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Дискриминантная функция | Собственное значение | Каноническая корреляция R | Λ-статистика Уилкса | Статистика xи-квадрат | Степень свободы | Уровень  значимости. |
| 1 | 5,3514 | 0,9179 | 0,1506 | 35,9655 | 6 | 4,076 10-6 |
| 2 | 0,0452 | 0,2080 | 0,9567 | 0,8405 | 2 | 0,6569 |

Данные таблицы указывают на хорошую дискриминацию групп: большая величина канонической корреляции соответствует тесной связи дискриминантной функции с группами; малая величина Λ-статистики Уилкса означает, что четыре используемых переменных эффективно участвуют в различении групп и, наконец, статистика хи-квадрат значима с уровнем 1,6 10-8.

***Процедура классификации.*** Процедуры классификации могут использовать канонические дискриминантные функции или сами дискриминантные переменные. Для классификации с помощью дискриминантных переменных коэффициенты классифицирующей функции вычисляем по формуле (22). Результаты вычислений приведены в табл. 13. Значения классифицирующей функции для каждого больного вычислены по формуле (21), результаты классификации в виде классификационной матрицы представлены в табл. 14. Так как процент правильной классификации составляет 100 %, то таблицу классифицирующих функций для отдельных пациентов можно не представлять.

*Таблица 13*

Коэффициенты классифицирующих функций

|  |  |  |  |
| --- | --- | --- | --- |
| Переменная | Группа 1 | Группа 2 | Группа 3 |
| Y6 | 0,0603 | 0,5875 | –0,0631 |
| Y9 | 0,0820 | –2,4110 | 0,1883 |
| Y10 | 1,9962 | 13,4071 | 0,6661 |
| Константа | –2,8760 | –23,9141 | –3,6512 |

*Таблица 14*

Классификационная матрица

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Группы | | Предсказанные группы (число, процент) | | | | | | | |
|  | | 1 | | 2 | | | 3 | | Всего |
| 1 | 10 | | 62,50 | 0 | 0,0 | 6 | | 37,50 | 16 |
| 2 | 0 | | 0.00 | 4 | 100,00 | 0 | | 00.0 | 4 |
| 3 | 0 | | 0,00 | 0 | 0,00 | 3 | | 100,00 | 3 |

Результаты классификации с помощью расстояния Махаланобиса (формулы (25), (26)) и апостериорной вероятности принадлежности к группе в предположении нормальности распределения (формула 19) приведены в табл. 15.

*Таблица 15*

Сводка результатов классификации

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| №  больного | Нестандартизованные канонические функции *di* | | | Квадрат расстояния Махаланобиса  *D*2(***x*/***Gk*) | | |
| Группа | Значение | | Группа 1 | Группа 2 | Группа 3 |
| 1 | 1 | –1,6258 | –0,5453 | 1,3941 | 39,9613 | 1,7126 |
| 2 | 1 | –2,1879 | 0,3389 | 2,1281 | 46,4330 | 0,4254 |
| 3 | 1 | –1,1576 | –0,5402 | 0,3037 | 33,8515 | 1,4480 |
| 4 | 1 | –1,6083 | –1,1376 | 2,1155 | 40,6888 | 3,1499 |
| 5 | 1 | –1,5398 | 0,0998 | 1,6444 | 39,0807 | 1,3698 |
| 6 | 1 | –1,4635 | 1,3352 | 2,4410 | 38,6575 | 0,8729 |
| 7 | 1 | –1,3373 | –0,3477 | 5,3223 | 12,0657 | 10,6765 |
| 8 | 1 | –1,2347 | –0,9555 | 1,2544 | 32,8613 | 3,5611 |
| 9 | 1 | –2,4564 | –0,3223 | 5,7100 | 30,9378 | 10,5528 |
| 10 | 1 | 0,1421 | –1,4293 | 0,4101 | 36,6478 | 0,2827 |
| 11 | 1 | 1,0663 | –1,0241 | 1,6739 | 33,2676 | 1,1976 |
| 12 | 1 | –0,2524 | 0,3058 | 0,1102 | 19,8784 | 5,5216 |
| 13 | 1 | –0,1306 | 0,3126 | 3,2852 | 20,941 | 6,5678 |
| 14 | 1 | –1,0198 | –1,1302 | 1,2853 | 34,6955 | 3,0330 |
| 15 | 1 | 1,4639 | 0,1921 | 4,0840 | 22,5124 | 5,3097 |
| 16 | 1 | 1,4759 | –1,4148 | 2,6895 | 38,3378 | 1,0454 |
| 17 | 2 | 1,3432 | 6,4170 | 60,6784 | 12,4824 | 73,1019 |
| 18 | 2 | –0,0236 | 4,7068 | 29,9684 | 0,4904 | 40,9341 |
| 19 | 2 | –0,0311 | 2,6839 | 14,5114 | 6,785 | 21,8918 |
| 20 | 2 | –1,0408 | 5,2731 | 36,9560 | 1,7390 | 50,1042 |
| 21 | 3 | 0,6296 | –1,8645 | 1,7390 | 42,4824 | 0,2744 |
| 22 | 3 | 0,7651 | –2,0234 | 2,1344 | 44,5377 | 0,2310 |
| 23 | 3 | 0,0998 | –1,4813 | 0,4413 | 37,2501 | 0,2704 |

**Практическая компьютерная реализация метода дискриминантного анализа с помощью языка статистического моделирования R.**

# В языке R линейный дискриминантный анализ кроме предположения о нормальности распределения данных в каждом классе, выдвигает предположение о статистическом равенстве внутригрупповых матриц дисперсий и корреляций. Если между ними нет серьезных отличий, их объединяют в расчетную ковариационную матрицу.

# Для проверки гипотезы о многомерном нормальном распределении данных используется многомерная версия критерия согласия Шапиро-Уилка, которая реализована в функции mshapiro.test() из пакета mvnormtest. На вход этой функции подается матрица, строки которой соответствуют переменным, а столбцы – наблюдениям:

DGlass <- read.table(file = "Glass.txt", sep = ",",

header = TRUE, row.names = 1)

DGlass$FAC <- as.factor(ifelse(DGlass$Class == 2, 2, 1))

library(mvnormtest)

mshapiro.test(t(DGlass[DGlass$FAC == 1, 1:9]))

Для проверки гипотезы о гомогенности матриц ковариаций используется так называемый M-критерий Бокса, который реализован в функции boxM() из пакета biotools:

library(biotools)

## ---

## biotools version 3.0

boxM(as.matrix(DGlass[, 1:9]), DGlass$FAC)

Дискриминантный анализ реализован в нескольких пакетах для R, рассмотрим применение функции lda() из базового пакета MASS. Поскольку важной характеристикой прогнозирующей эффективности модели является ее ошибка при перекрестной проверке, то в функции lda() пакета MASS заложена реализация скользящего контроля (leave-one-out CV).

Составим предварительно функцию, которая по построенной модели выводит нам важные показатели для оценки ее качества: матрицы неточностей на обучающей выборке и при перекрестной проверке, ошибку распознавания и расстояние Махалонобиса между центроидами двух классов.

# Функция вывода результатов классификации

Out\_CTab <- function(model, group, type = "lda") {

# Таблица неточностей "Факт/Прогноз" по обучающей выборке

classified <- predict(model)$class

t1 <- table(group, classified)

# Точность классификации и расстояние Махалонобиса

Err\_S <- mean(group != classified)

mahDist <- NA

if (type == "lda")

{ mahDist <- dist(model$means %\*% model$scaling) }

# Таблица "Факт/Прогноз" и ошибка при скользящем контроле

t2 <- table(group, update(model, CV = T)$class -> LDA.cv)

Err\_CV <- mean(group != LDA.cv)

Err\_S.MahD <- c(Err\_S, mahDist)

Err\_CV.N <- c(Err\_CV, length(group))

cbind(t1, Err\_S.MahD, t2, Err\_CV.N)

}

# --- Выполнение расчетов

library(MASS)

lda.all <- lda(FAC ~ ., data = DGlass[, -10])

Out\_CTab(lda.all, DGlass$FAC)

Отметим существенный рост ошибки распознавания до 31% при выполнении скользящего контроля. Естественно задаться вопросом, какие из имеющихся 9 признаков являются информативными при разделении, а какие - сопутствующим балластом. Шаговая процедура выбора переменных при классификации, реализованная функцией stepclass() из пакета klaR, основана на вычислении сразу четырех параметров качества моделей-претендентов: а) индекса ошибок (correctness rate), б) точности (accuracy), основанной на евклидовых расстояниях между векторами “факта” и “прогноза”, в) способности к разделимости (ability to seperate), также основанной на расстояниях, и г) доверительных интервалах центроидов классов. Все эти параметры оцениваются в режиме многократной перекрестной проверки.

library(klaR)

stepclass(FAC ~ ., data = DGlass[, -10], method = "lda")

## correctness rate: 0.70515; in: "Al"; variables (1): Al

## correctness rate: 0.77978; in: "Ca"; variables (2): Al, Ca

##

## hr.elapsed min.elapsed sec.elapsed

## 0.00 0.00 0.72

## method : lda

## final model : FAC ~ Al + Ca

## <environment: 0x000000001761a930>

##

## correctness rate = 0.7798

lda.step <- lda(FAC ~ Mg + Al, data = DGlass[, -10])

В результате получили компактную дискриминантную функцию

z(x)=2.69Al−0.83Mg,z(x)=2.69Al−0.83Mg,

зависящую только от двух переменных. Найдем ошибку предсказания как на обучающей выборке, так и при скользящем контроле:

partimat(FAC ~ Mg + Al, data = DGlass[, -10], main = '', method = "lda")

Вместо функции stepclass() из пакета klaR для выбора оптимального набора предикторов можно воспользоваться функцией rfe() из пакета caret (процедура рекурсивного исключения - см. раздел [4.1](https://ranalytics.github.io/data-mining/041-Regression-Models.html#sec_4_1)):

ldaProfile <- rfe(DGlass[, 1:9], DGlass$FAC, sizes = 2:9,

rfeControl = rfeControl(functions = ldaFuncs,

method = "repeatedcv", repeats = 6))

Для того чтобы уточнить, какую из трех построенных моделей следует предпочесть, выполним их тестирование на основе 10-кратной перекрестной проверки с 5 повторами:

DGlass$FAC <- as.factor(ifelse(DGlass$Class == 2, "C2", "C1"))

# Модель на основе всех 9 предикторов

lda.full.pro <- train(DGlass[, 1:9], DGlass$FAC,

data = DGlass, method = "lda",

trControl = trainControl(method = "repeatedcv", repeats = 5,

classProbs = TRUE), metric = "Accuracy")

# Модель на основе 2 предикторов stepclass

lda.step.pro <- train(FAC ~ Mg + Al, data = DGlass, method = "lda",

trControl = trainControl(method = "repeatedcv", repeats = 5,

classProbs = TRUE), metric = "Accuracy")

# Модель на основе 3 предикторов rfe

lda.rfe.pro <- train(FAC ~ Al + K + Fe,

data = DGlass, method = "lda",

trControl = trainControl(method = "repeatedcv", repeats = 5,

classProbs = TRUE), metric = "Accuracy")

plot(varImp(lda.full.pro))

# Диаграмма дискриминации двух классов 1 и 2 (ошибочное распознавание выделено шрифтом красного цвета); показаны линейная дискриминантная функция *z* и жирными точками - положение центроидов

Функция rfe() провела отбор переменных в полном соответствии с рейтингом их важности, но это решение оказалось неоптимальным. Модель lda.step, полученная с использованием функции stepclass(), оказалась существенно эффективней.

# Также в состав языка R входит возможность применить наивный байесовский классификатор.

**library**("quantmod") *# Для скачивания котировок.*

**library**("lubridate") *# Для работы с датами.*

**library**("e1071") *# Алгоритмы машинного обучения.*

startDate = as.Date("2009-01-01") *# Начальная дата.*

endDate = as.Date("2013-12-31") *# Конечная дата.*

*# Скачиваем котировки индекса S&P500 с Yahoo Finance:*

stock = getSymbols("^GSPC", src = "yahoo", from = startDate, to = endDate, auto.assign=F)

colnames(stock) = c("Open", "High", "Low", "Close", "Volume", "Adjusted") *# Имена столбцов.*

dayOfWeek = wday(stock, label=T, abbr=T) *# День недели для каждой даты.*

dr = dailyReturn(Ad(stock), type='arithmetic') *# Относительные приращения цены за каждый день.*

*# Удалим первый элемент в обоих наборах данных (для него нет предыдущего дня):*

dr = dr[-1]; dayOfWeek = dayOfWeek[-1]

*# Максимальное, минимальное и среднее значения относительного приращения цен:*

max(dr); min(dr); mean(dr)

s = 0.0035 *# Максимальное относительное приращение цены, которое отличает флет от тренда.*

*# Если относительное приращение цены больше s, то имеем тренд, иначе флет:*

classes = ifelse(dr > s, "1", ifelse(dr < -s, "-1", "0"))

*# Набор данных с двумя предикторами и столбцом значений классов:*

dataset2 = data.frame(classes[-1], dayOfWeek[-1], classes[-length(classes)])

colnames(dataset2) = c("Класс", "ДеньНедели", "НаправлениеВчера")

n = nrow(dataset2) *# Длина всего набора данных (кол-во дней)*

ntrain = round(3 \* n / 4, digits=0) *# Первые три четверти - обучающие.*

train2 = dataset2[1:ntrain-1,] *# Получили обучающую выборку из исходного набора данных.*

test2 = dataset2[ntrain:n,] *# Получили проверочную выборку из исходного набора данных.*

Теперь построим наивный байесовский классификатор и передадим ему данные для обучения:

*# Обучающий набор предикторов - столбцы 2 и 3, значения классов - столбец 1:*

**model2 = naiveBayes(train2[,2:3], train2[,1])**

model2 *# Вывели параметры модели на экран.*

Теперь проверим, каким оказалось качество предсказаний. Сначала на обучающей выборке, а потом на проверочной:

pr2train = predict(model2, train2[,2:3]) *# Предсказанные состояния рынка для обучающей выборки.*

pr2test = predict(model2, test2[,2:3]) *# Предсказанные состояния рынка для проверочной выборки.*

*# Таблица правильности предсказаний для обучающей выборки:*

t2train = table(pr2train, train2[,1], dnn=list('Предсказано', 'На самом деле'))

t2train *# Вывели таблицу на экран*

*# Таблица правильности предсказаний для проверочной выборки:*

t2test = table(pr2test, test2[,1], dnn=list('Предсказано', 'На самом деле'))

t2test *# Вывели таблицу на экран*

# ВАРИАНТЫ заданий

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № варианта | Вид заболевания | Количество групп | Количество измерений | Количество пациентов |
| 1 | Вирусный Гепатит | 3 степени тяжести легкая, средняя, тяжелая | 4 - Билирубин, гемоглобин, Альбумин, Гематокрит | 33 |
| 2 | Воспаление легких (пневмония) | 5 видов: бактериальная, вирусная, микроплазменная, грибковая, смешанная | 5 - Эритроциты, лейкоциты, лимфоциты, тромбоциты, нейтрофилы | 28 |
| 3 | Ларингит | 4 вида: катаральный, аутрофический, гипертрофический, туберкулезный | 3- Базофилы, плазмоциты, Эозинофилы | 37 |
| 4 | Бронхит | 3 – острый, хронический, обструктивный бронхиты | 5 – уровень сиаловых кислот, серомукоида, меноциты, лимфоциты, Ретикулоциты | 14 |
| 5 | Конъюктивит | 5 - бактериальный, аллергический, ангулярный, вирусный, хламидийный | 4 - эозинофилы, катионный белок, лимфициты, нейтрофилы | 41 |
| 6 | Кератит – воспаление роговицы | 3 – экзогенный, эндогенный, герпетический | 4- эритроциты, лейкоциты, гемоглобин, базофилы | 27 |
| 7 | Инвазия печени | 2 – токсокара, шисостома | 4 - Альбумин, ферритин, Билирубин, креатинин | 39 |
| 8 | Хламидиоз | 2 - респираторный, офтальмохламидиоз | 3- Глобулин, креатинин, ферритин | 52 |
| 9 | Грипп | 3 – афебрильный, акатаральный, токсический, | 3 - лейкоциты, моноциты, лимфоциты | 43 |
| 10 | Фарингит | 2- атрофический, гипертрофический | 4 - Трансферрин, плазмоциты, Билирубин, Гематокрит | 13 |
| 11 | Эмфизема | 3- викарная, межуточная, идеопатическая | 4 – уровень сиаловых кислот, серомукоида, меноциты, гемоглобин, Ретикулоциты | 29 |
| 12 | Плеврит | 4- острый, инфекционный, хилезный, фибринозный | 5- Альбумин, ферритин, плазмоциты, креатинин, меноциты | 38 |
| 13 | Саркаидоз | 3 – активный, регрессия, стабилизационный | 3-ферритин, содержание белка и глюкозы | 53 |
| 14 | Пневмоторакс | 5 – открытый, закрытый, напряженный, первичный, вторичный | 3 - эритроциты, тромбоциты, глюкоза | 49 |
| 15 | Катаракта | 3 – ядерная, кортикальная, веретенообразная | 4 - содержание белка, креатинин, базофилы, нейтрофилы | 52 |
| 16 | Глаукома | 4 – инфантильная, Ювенильная, врожденная, гипертензивная | 5 - Ретикулоциты, глобулин, катионный белок, глюкоза | 30 |

# Для выполнения лабораторной работы необходимо:

1. Выбрать вариант задания из таблицы
2. Найти средние и стандартные отклонения дискриминантных переменных
3. Рассчитать матрицу рассеивания Т (формула 4)
4. Рассчитать внутригрупповую матрицу W (формула 7)
5. Определить межгрупповые суммы квадратов отклонений и перекрестных (попарных) произведений (формулы 8 и 9)
6. Рассчитать общую ковариационную матрицу
7. Рассчитать внутригрупповую корреляционную матрицу
8. Рассчитать матрицу межгрупповых сумм перекрестных произведений
9. Найти коэффициенты дискриминантной функции
10. Найти внутригрупповые структурные коэффициенты
11. Найти коэффициенты канонической корреляции
12. Найти коэффициенты классифицирующих функций
13. Провести классификацию выбранного множества пациентов
14. С помощью средств языка R исследовать выбранное множество пациентов с помощью критерия Шапиро-Уилка, М-критерия Бокса
15. Классифицировать выбранное множество пациентов с помощью функций языка R: LDA(), STEPCLASS(), RFE() (использовать расстояние Махаланобиса)
16. Проверить качество предсказания классификации пациентов функцией языка R – NaiveBayes()
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